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Abstract 

The amount and variety of data in natural sciences increases rapidly. Data abstraction, data 

manipulation and pattern discovery techniques are of great need in order to deal with such large 

quantities. Integration between different sources of data is also of major interest, as complex 

relations may arise. Biology is a good example of a field that provides extensive, highly variable and 

multi-sources data.  

Extraction of patterns from data is often carried out in a supervised manner by matching data to 

prior knowledge (e.g.  matching groups to known tags). Unsupervised pattern extraction, on the 

other hand, explores and identifies patterns inherent to the data, without additional prior knowledge. 

The vast amount of biological data, typically lacking extensive prior knowledge, makes it difficult to 

extract meaningful information. This fact provides the basis for unsupervised data exploration and 

pattern finding in biological data. 

This thesis focuses on two topics that make use of unsupervised data analysis: 

1. Unsupervised data mining algorithms and tools. 

2. Analysis of protein families through unsupervised extraction of motifs. 

The first topic includes methods for data exploration and pre-processing, typically referred to as 

data mining techniques. We present a novel dimensionality reduction framework termed 

unsupervised feature filtering (UFF). We apply UFF to various biological datasets, including cancer, 

HIV and Hepatitis-C gene-expression datasets and cancer microRNA expression arrays. Using the 

UFF selected features for clustering enable us to reduce noise and achieve clear clusters, which 

match known instance tagging, when this information is available. Furthermore, the selected sets of 

genes and microRNAs show enrichment of both related and surprising terms. Most of the top ranked 

genes and microRNAs have documented relations to the specified disease while for others, these 

relations are yet undetermined. These selected sets may thus contain true biological meaning.  

The second topic deals with deterministic sequence motifs, extracted by the Motif Extraction 

(MEX) algorithm. We develop a method to construct a meaningful set of these deterministic motifs 

termed Common Peptides (CPs). This set forms a framework, enabling exploration of various 

protein families, revealing internal protein family clusters, finding historical traces of evolutionary 

events and exposing remote homology between proteins. This framework was applied to Olfactory 

Receptors (ORs) and to the enzyme families of aminoacyl-tRNA synthetases (aaRS). Using the CP 

framework on ORs we track OR evolutionary events in vertebrates, revealing redundancy removal in 

humans relative to other mammals, the mass losses in the reptiles lineage and the history of OR 
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families. We also point out CPs that differentiate between water and land dwelling species and 

identify their specific locations on the OR sequence. 

Using the CP framework on aaRS families reveal different distribution of aaRS families across the 

different kingdoms of life. This framework also identifies CPs that differentiate between the two 

known classes of the aaRS families, including many unnoticed sequence motifs. Abundant CPs tend 

to overlap known catalytic and binding regions. 
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Chapter 1    

General Introduction 

1.1 Introduction 

 

In many disciplines, data comes in many flavors and shapes. The rapid increase of available data in 

biology requires the development of techniques to control the data, to separate the wheat from the 

chaff and to arrange it in a way that is presentable. 

As the data grows more complex, possibly containing inherent noise and irrelevant features, 

selecting the best techniques suitable for the problem, tailoring them together and modifying them to 

answer the problem at hand are crucial. 

The techniques subjected to the general term of data exploration are traditionally separated into 

groups, such as supervised and unsupervised learning, feature selection and extraction and pattern 

extraction. 

While supervised learning has been studied extensively, typically borrowed from other disciplines to 

study biological datasets, unsupervised learning also plays an important, yet less studied, role in the 

processing and exploration of the data. As unsupervised learning is primarily concerned with the 

data itself, different solutions are often tailored to a specific data type or even to a specific data-set.  

In the past years, automation of biological data extraction has rapidly increased, introducing vast 

amounts of un-annotated data-sets. One example of such biological data-sets is expression 

microarrays, measuring expression of genes, microRNAs or proteins in a certain cellular 

environment. Another example is DNA and protein sequences of multiple species. This thesis 

confronts primarily these two aforementioned biological data types and develops novel unsupervised 

solutions that enable extracting meaningful patterns from them. 

 

1.2 Thesis outline 

 

This thesis begins with Chapter 1, a general introduction, providing a brief survey of the main tasks 

this thesis deals with. 
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Following the introduction, this thesis is divided into two distinct parts. Part one is dedicated to 

feature selection. It includes a short introduction to feature selection and dimensionality reduction 

(chapter 2), followed by the presentation of the novel Unsupervised Feature Filtering (UFF) 

algorithm in chapter 3. UFF takes into account the interplay between different features by ranking 

them according to the influence of each feature on a global function calculated over all other 

features. In chapter 4 we analyze UFF selected features and describe a framework encompassing 

UFF. This framework provides measures to assess the quality of the UFF selected features, enhances 

its performance and implements the entire framework as a web tool. 

Part two of this thesis introduces the concept of Common Peptides (CPs) – a semi-supervised 

method that exploits the unsupervised Motif Extraction (MEX) algorithm to produce sets of 

deterministic motifs from protein families. It is described in chapter 5. Chapter 6 introduces a 

specific application of the CP methodology to produce interesting insights of vertebrate Olfactory 

Receptors (ORs). Chapter 7 applies the same CP framework to a family of enzymes called 

aminoacyl tRNA synthetases, an important building block of the DNA translation to proteins 

mechanism. 

The final chapter concludes this thesis and provides a summary of the presented algorithms and 

methods and some further insights. 

Chapters 3, 4, 6 and 7 are based on published or submitted manuscripts. All of them are presented as 

separate units, containing their own references, figures and tables to enhance readability.  
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Part 1 

Chapter 2    

Introduction to feature selection 

2.1 Introduction 

 

An important aspect of data analysis includes dimensionality reduction of the data. This can be 

viewed as a preprocessing task preceding the data analysis or even as a significant part of the data 

analysis itself, providing valuable insight regarding underlying patterns in the data. According to [1-

3], dimensionality reduction objectives are to improve model performance, reduce over-fitting and 

lower running time and other resources. The introduction of high-throughput technologies produces 

huge-sized datasets, where dimensionality reduction is crucial. 

It is customary to divide dimensionality reduction methods to feature extraction, where the methods 

transform all, or a part of the features to a lower dimension space. Conversely, feature selection 

methods select a subset of the original features. 

In many disciplines and in Biology in particular, feature selection methods bear a significant 

advantage over feature extraction methods. This advantage is the capability to attach meaning to the 

selected features, connecting them to the relevant analysis of the data. In biological data-set analysis, 

these features may be defined as testable biomarkers, reducing the cost of testing the entire set of 

features for each new sample (e.g. a set of genes for a new patient). 

Most of the existing methods of feature selection are supervised, i.e. selecting features that match a 

predefined labeling of the samples. Unsupervised feature selection methods are few [3, 4]. In an 

analogous way to the supervised methods, unsupervised methods also divide to 3 types, according to 

where they take place: before, during or after the clustering procedure of the samples. The methods 

occurring before the clustering are called filtering methods. 

Feature filtering methods are considered to be the least biased of the three, being independent of 

subsequent data analysis procedures such as the type of clustering algorithm. Most of the 

unsupervised feature-filtering methods operate on a single feature at a time, calculating some 

function on the feature values for all training samples (e.g. feature variance, maximum to minimum 

ratio (fold) or entropy), ignoring the interplay between features. 
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Chapter 3 introduces a novel Unsupervised Feature Filtering (UFF) method, which scores features 

based on relation to all other features in the dataset. Furthermore, it provides a natural cutoff to 

decide how many features to choose. Chapter 4 extends UFF by examining the type of features it 

selects and provides a framework which enables the implementation of UFF as a web-tool. 

 

2.2 References 

1. Guyon I, Elisseeff A: An Introduction to Variable and Feature Selection. Journal of Machine Learning 

Research 2003, 3:1157--1182. 

2. Saeys Y, Inza I, Larrañaga P: A review of feature selection techniques in bioinformatics. Bioinformatics 

2007, 23(19):2507-2517. 

3. Liu H, Li J, Wong L: A comparative study on feature selection and classification methods using gene 

expression profiles and proteomic patterns. Genome Inform 2002, 13:51-60. 

4. Dy JG, Brodley CE: Feature Selection for Unsupervised Learning. J Mach Learn Res 2004, 5:845-889. 
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Chapter 3      

Unsupervised Feature Filtering (UFF) 1 

3.1 Introduction  

Feature selection is an important tool in many biological studies. Given the large complexity of 

biological data, e.g. the number of genes in a microarray experiment, one naturally looks for a small 

subset of features (e.g. small number of genes) that may explain the properties of the data that are 

being investigated. This type of motivation fits into the general scheme of feature exploration, i.e. 

searching for features because of their direct biological relevance to the problem. An alternative 

motivation is that of preprocessing: searching for a small set of features to simplify computational 

constraints, to allow for the handling of high throughput biological experiments, and to separate 

signal from noise. Practically, selection of a small set of genes is of ultimate importance when a 

small set of informative genes can be the basis for cancer diagnosis and a basis for development of 

gene associated therapy.  

Preprocessing often involves some operation on feature-space in order to reduce the dimensionality 

of the data. This is referred to as feature extraction, e.g. restricting oneself to the first r principal 

components of a PCA routine. Note that superpositions of features appear in this example. 

Alternatively, in feature selection we limit ourselves to particular features of the original problem. 

This is the subject to be studied here. Let us refer to [1] for a comprehensive survey. 

It is conventional to distinguish between wrapper and filter  modes of the feature selection process. 

Wrapper methods contain a well-specified objective function, which should be optimized through 

the selection. The algorithmic process usually involves several iterations until a target or 

convergence is achieved. Feature filtering is a process of selecting features without referring back 

to the data classification or any other target function. Hence we find filtering as a more suitable 

process that may be applied in an unsupervised manner.  

Unsupervised feature selection algorithms belong to the field of unsupervised learning. These 

algorithms are quite different from the major bulk of feature selection studies that are based on 

supervised methods (e.g., [1, 2], and compared to the latter are relatively overlooked. Unsupervised 

studies, unaided by objective functions, may be more difficult to carry out, nevertheless they convey 

several important theoretical advantages: they are unbiased, by neither the experimental expert nor 

by the data-analyst, can be preformed well when no prior knowledge is available, and they reduce 

                                                
1 Based on the paper Novel Unsupervised Feature Filtering of Biological Data, Roy Varshavsky, Assaf Gottlieb, Michal 

Linial and David Horn, Bioinformatics 2006, 22(14):e507-513 (Presented in ISMB 2006). 
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the risk of overfitting (in contrast to supervised feature selection that may be unable to deal with a 

new class of data). The downside of the unsupervised approach is that it relies on some mathematical 

principle, like the one to be suggested in this study, and no guarantee is given that this principle is 

universally valid for all data. A common practice to resolve this quandary is to demonstrate the 

success of the method on various biological datasets and compare the results obtained by the method 

with external knowledge. 

Existing methods of unsupervised feature filtering include ranking of features according to range or 

variance (e.g., [3], [1], selection according to highest rank of the first principal component (‘Gene 

shaving’ of [4, 5] and other statistical criteria. An example of the latter is [6] where all possible 

partitions of the data are considered and the corresponding features are labeled. The partitions with 

statistical significant overabundance are selected. Another example is of [7], who optimize a 

function based on the spectral properties of the Laplacian of the features. 

Here we present an intuitive, efficient and deterministic principle, leaning on authentic properties of 

the data, which serves as a reliable criterion for feature ranking. We demonstrate that this principle 

can be turned into efficient and successful feature selection methods. They compete favorably with 

other popular methods. 

3.2 Methods 

3.2.1 Mathematical framework and notations 

Let us consider a dataset of n instances2 A[nXm] = { � 1, � 2,…, � i,…, � n} , where each instance, or 

observation, � i is a vector of m measurements or features. The objective is to define a subset of 

features M
, of size mc<m, that, in a sense to be defined below, best represents the data. 

In PCA (or SVD) studies it is conventional to regard the best representation as the minimal least-

square approximation of the original matrix [8]. This principle can be followed also in feature 

extraction but it has the disadvantage that it may preserve too many properties of the data, including 

systematic noise. We will define our 'best approximation' using a principle based on SVD-entropy, 

and subject it to an a-posteriori test: given different selection rules of features choose the ones that 

prove useful as basis for the best fit to labeled data, e.g., perform clustering within the data-space 

spanned by the selected features and compare the results with known classification. This comparison 

will be performed using the Jaccard score. 

 
(1) 

 
                                                

2 In this paper A (or A[nXm]) is a matrix and �  (or � i) is a vector. 
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where n11 is the number of pairs of instances that are classified together, both in the ‘expert’ 

classification and in the classification obtained by the algorithm; n10 is the number of pairs that are 

classified together in the ‘expert’ classification, but not in the algorithm’s classification; n01 is the 

number of pairs that are classified together in the algorithm’s classification, but not in the ‘expert’ 

classification; 

The Jaccard score reflects the ‘intersection over union' between the algorithm's clustering 

assignments and the expected classification. Its values range from 0 (no match) to 1 (perfect match).  

3.2.2 Ranking by SVD-Entropy 

[9] have defined an SVD-based entropy of the dataset. Denote by sj the singular values of the matrix 

A. sj
2 are then the eigenvalues of the nxn matrix AAt. Let us define the normalized relative values [8]: 

 

 

  

and the resulting dataset entropy [9]: 

 

  

 

 

 

 

This entropy varies between 0 and 1. E = 0 corresponds to an ultra-ordered dataset that can be 

explained by a single eigenvector (problem of rank 1), and E = 1 stands for a disordered matrix in 

which the spectrum is uniformly distributed.  

 

 

Figure 1 demonstrates two examples of 5 eigenvalues, one with high entropy (left, 0.87) and the 

other with low entropy (right, 0.14). As can be seen in figure 1, when the entropy is very low, one 

expects a very non-uniform behavior of eigenvalues. One should not confuse the standard definition 

of entropy, based on probabilities [10], with the one used here, which is based on the distribution of 

eigen- (or singular) values. Although standard entropy considerations appear in feature selection 

methods, such as the supervised bottleneck approach [11], the use of SVD-entropy for feature 

selection is a novel approach. 
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Figure 1: A comparison of two eigenvalue distributions; the left has 

high entropy (0.87) and the right one has low entropy (0.14) 

 

 

We define the contribution of the i-th feature to the entropy (CEi) by a leave-one-out comparison 

according to 

 

 

 

    

where, in the last matrix, the i-th feature was removed. 

Thus we can sort features by their relative contribution to the entropy. Let us define the average of 

all CE to be c and their standard deviation to be d. We distinguish then between three groups of 

features: 

1. CEi>c+d, features with high contribution 

2. c+d>CEi>c-d features with average contribution 

3. CEi< c-d features with low (usually negative) contribution 

 

Features in the first group (high CE) lead to entropy increase; hence they are assumed to be very 

relevant to our problem. Retaining these features we expect the instances to be more evenly spread 

in the truncated SVD space. The features of the second group are neutral. Their presence or absence 

does not change the entropy of the dataset and hence they can be filtered out without much 

information loss. The third group includes features that reduce the total SVD-entropy (usually c-d 

<0). Such features may be expected to contribute uniformly to the different instances, and may just 

as well be filtered out from the analysis. 

The first feature selection method that we propose is to limit oneself to the first group of features 

according to the CE ranking. A will then be represented by a new matrix of rank mc, the number of 

features in group 1. Several other feature selection methods are suggested in the next section. In all 

of them we assume that the same value of mc continues to serve as the right guide for optimal 

dimensionality reduction.  

CEi=E(A[nXm]) – E(A[nX(m-1)]) (4) 




 

1.  Start with M 
 = �  and M’ = M 
2.  While size of M 
 < mc 

a. Select the element in M’( �m M� � ) with 

the highest  CE Score  

b. Remove from M’, insert into M 
 
3.  End 

1. Start with M 
 = M and M’ = �  
2.  While size of M 
 > mc 

a. Select the element in M 
 with the lowest  
CE Score  

b. Remove from M 
, insert into M’  
3.  End 

3.2.3 Three Feature Selection Methods 

Entropy maximization can be implemented in three different ways, as is also the case in other feature 

selection methods. 

Simple ranking (SR): select mc features according to the highest ranking order of their CE values. 

Forward Selection (FS): here we consider two implementations. 

FS1: Choose the first feature according to the highest CE. Choose among all other features the one 

which, together with the first feature, produces a 2-feature set with highest entropy. Continue with 

iteration over all m-2 features to choose the third according to maximal entropy, etc, until mc features 

are selected (Box 1). 

FS2: Choose the first feature as before. Recalculate the CE values of the remaining set of size m-1 

and select the second feature according to the highest CE value. Continue the same way until mc 

features are selected (Box 2). 

Backward Elimination (BE): Eliminate the feature with the lowest CE value. Recalculate the CE 

values and iteratively eliminate the lowest one until mc features remain (Box 3). 

Box 1: Pseudo-code of Forward Selection method FS1 
Box 2: Pseudo-code of Forward Selection method FS2 
Box 3: Pseudo-code of Backward Elimination method BE 

One may view the different methods also as specifying alternative ranking methods. Whereas SR 

ranks the features according to their original CE values, FS1, FS2 and BE introduce other ranking 

orders through the algorithms defined above. In the examples studied below we display rankings for 

the entire range of 1 to m.  

1.  Start with M 
 = �  and M’ = M 
2.  Select the element with the highest  

CE.  Remove it from M’, insert it into M 
 
3.  While size of M 
 < mc 

a.  For each element in M’( �m M� � ) compute 

its CE score on M
 ( E(AM�+i)–E(AM�))   

b. Select the element with the highest  CE 

Score �  remove from M’, insert into M
 
4.  End 
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In an appendix we analyze the computational complexity of all these methods. SR is the fastest one 

and BE is the most cumbersome one for large numbers of features. In the examples to be discussed 

next, we will compare the different methods with one another. However, because of complexity, the 

BE method will be used in only one of the examples. 

3.3 Results 

 

Our four feature filtering methods were compared with each other and with two known methods: 

Variance Selection (VS) and Gene Shaving (GS). The latter is a variation of a method of [4] which 

removes features iteratively according to their lowest correlations with the first principal component. 

For comparison we also look at results of random feature selection on several benchmarks.  

3.3.1 The viruses dataset of Fauquet, 1988 

This is a dataset of 61 rod-shaped viruses affecting various crops (tobacco, tomato, cucumber and 

others) originally described by [12] and analyzed more thoroughly by [13]. There are 18 

measurements of Amino Acid Compositions (AAC) for the coat proteins of the virus that serve as 18 

features. The viruses are known to be classified into four classes: Hordeviruses (3), Tobraviruses (6), 

Tobamoviruses (39) and Furoviruses (13). Figure 2 displays the CE values of all 18 features. Our 

criterion sets mc =3. We test the performance of the system for the entire m range to see if this choice 

makes sense. Before doing so, let us display the ranking orders of all methods in Table 1. By 

definition, SR has the same ranking order as CE in Figure 2. In this problem, BE turns out to lead to 

the same order as FS1, and all our three methods agree with each other on the first three features to 

be selected. We include in Table 1 also the ranking order of VS (variance selection) and GS (gene 

shaving). The two last ones are highly correlated with each other (Spearman correlation 0.76) but 

highly uncorrelated with our three methods (see the Supplementary Material section for more 

details). In particular note that VS chooses ASX and GLX as its second and third features, whereas 

for our three methods these two features are unfavorable (15th to 18th) choices.  
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AAC SR FS1/BE FS2 VS GS 

GLY 1 1 1 1 9 
THR 2 2 2 6 6 
LYS 3 3 3 4 14 
SER 4 13 4 5 4 
MET 5 4 15 16 17 
HIS 6 6 7 15 16 
TYR 7 8 13 13 13 
PHE 8 7 5 14 11 
TRP 9 5 16 17 15 
PRO 10 11 6 11 10 
ILE 11 10 11 12 12 
CYS 12 9 18 18 18 
ARG 13 12 10 8 8 
VAL 14 14 8 9 7 
GLX 15 16 9 3 2 
LEU 16 15 14 10 5 
ALA 17 17 12 7 3 
ASX 18 18 17 2 1 

 

Figure 2: CE of the 18 Amino Acid Compositions (AAC) of the virus dataset. ASX stands for 
ASN and ASP and GLX for GLN and GLU. The dashed line represents the value of c and the 
dot-dashed line the value of c+d. 

 
 

 

 
Table 1: Ranking of the 18 Amino Acid Compositions of the virus 

dataset according to various feature filtering methods. Colors from 

white to black match the numbers that reflect the ranking of each 

method. 

 

Next we evaluate the subset selection using the Jaccard score. This is done by applying the QC 

clustering algorithm [14] on the 61 viruses described by the selected subset of features. QC was 

applied after reduction of each space to normalized 3-space dimensions, using the parameter � =0.5 

(for details see [15], and COMPACT3). Results are shown in Figure 3 for three of our four methods. 

All three do exceedingly well at the three features level (J>0.9) whereas the variance method obtains 

J=0.4. Note that our methods, with our choice of mc, lead to a much better result than J=0.6, 

                                                
3 http://adios.tau.ac.il/compact or http://www.protonet.cs.huji.ac.il/compact  
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obtained when all 18 features are taken into account. This exemplifies the importance of keeping 

features that maximize the entropy. The feature ranking of FS1 and BE is the only one that keeps 

performing very well with more than three selected features. Similar relative successes of feature 

selection evaluation (although less favorable J-scores) were obtained with other clustering methods, 

such as K-means. This comparison, as well as other details that could not be fitted into this paper, 

can be found in the Supplementary Material4
. 

[12] have argued that the AAC of the coat protein of plant viruses are specific to the structure of the 

viral particle, to the mode of transmission and to sub-grouping of viruses to distinctive classes. Our 

results indicate that choosing only 3-4 features correctly, not only preserves the classification but 

allows much better performance with minimal failure. It is interesting to note that the 3 highest-

ranking amino acids, GLY, THR and LYS are not dominating the coat proteins. These amino acids 

account for only 13-21.5% of the coat proteins, a fraction that is similar to the average percentage in 

the entire proteins database (18.3%). Further investigation shows that neither their size nor polarity 

or electric charges differentiate these three amino acids from the remaining. Nevertheless, since 

GLY, THR, LYS and MET (the fourth ranked AAC, according to the FS1 method) represent 

different functional groups, we conclude that the FS1/BE ranking is consistent with selecting amino 

acids that carry different physico-chemical properties. 

 

 

 
Figure 3: Filtering quality of the virus dataset is tested by Jaccard scores of 

clustering performed in spaces spanned by them (see text). Best results are 

obtained for FS1 (identical with BE in this case) and SR for mc=3. FS1 continues 

to perform very well with more features. Feature selection according to VS 

performs worse. For comparison we include also an evaluation based on a large 

group of random order rankings. 

 
                                                

4 http://adios.tau.ac.il/compact/UFF/SUPP  
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3.3.2  The MLL dataset of Armstrong et al., 2002 

The second dataset that we apply our methods to is that of Armstrong et al., 2002, who have 

attempted to cluster data of three Leukemia classes: lymphoblastic Leukemia with MLL 

translocations and conventional acute lymphoblastic (ALL) and acute myelogenous Leukemias 

(AML). In the experiment, 12582 gene expressions were recorded, using Affymetrix U95A chips on 

72 patients, 20 of which diagnosed as MLL, 24 ALL and 28 AML. They showed that these 3 

Leukemia types can be divided according to some gene expression. However, when filtering in an 

unsupervised manner (selecting 8700 genes that show some variability in expression level), the 

clustering results were unsatisfactory and much inferior to a supervised selection of 500 genes that 

best separate between the cancer patients.  

Applying our CE criteria we use the method SR, and compare clustering of these feature-filtered 

data with VS (Figure 4). Clustering was performed by K-Means, averaging over 100 runs and using 

K=3 with data projected onto a unit sphere in 3D-reduced space [15]. The asymptotic Jaccard score 

is J=0.426 for this K-Means method. As can be seen in Figure 4 VS provides no improved quality, 

whereas SR leads to J-values between 0.7 and 0.8 for filtered gene groups of sizes 250 to 450. The 

preferred mc value according to c+d of SR is 254. Better results can be obtained by using the QC 

algorithm, but the same trend and conclusions regarding feature selection hold also there. It is 

interesting to note that QC clustering of our unsupervised SR method, for mc=254, reaches J=0.85 

(see supplementary). 

We display the K-Means analysis in Figure 4, in spite of its poorer performance compared to QC, in 

order to emphasize that the quality of the feature filtering method is independent of the clustering-

test performed on the filtered data.  
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Figure 4: Clustering quality of two feature selection methods. Results are 
averages of 100 runs of K-Means clustering. 
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3.3.3 The Leukemia dataset of Golub et al., 1999 

After demonstrating the effectiveness of our methods on both small and large datasets, we choose a 

third dataset [16] that has served as a benchmark for several clustering algorithms ([17, 18] and 

more} and feature selection methods (e.g., [2, 19]. The experiment sampled 72 Leukemia patients 

with two types of Leukemia, ALL and AML. The ALL set is further divided into T-cell Leukemia 

and B-cell Leukemia and the AML set is divided into patients who have undergone treatment and 

those who did not. For each patient, an Affymetrix GeneChip measured the expression of 7129 

genes. The task is clustering into the four correct groups within the 72 patients in a [7129x72] gene-

expression matrix. This clustering task is quite difficult. Using the QC method (in normalized 5 

dimensions with � =0.54), applied to the data without feature selection, one obtains J=0.707, which is 

the best score for a variety of clustering algorithms [15].  

The CE values for the 7129 features of this problem are displayed in Figure 5. Most of the features 

have a zero score. There are about 150 large CE values (see Figure 5) and about the same number of 

small CE values. The bright color within the inset indicates the first 100 features selected by FS1. 

While their ordering is different from the SR ranking, most of them belong, as expected, to the class 

of large CE values. The overlaps of the first leading features of SR with those of FS1 and FS2 are 

shown in the Venn diagrams of Figure 6. 
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Figure 5: CE of the 7129 genes of the Golub dataset (c=0, dashed lines represent c±d). The inset zooms into 

the highest-ranked 300 genes, with bright dots signifying the top 100 features according to the FS1 method. 

 

 

Next we turn to testing the filtering methods to see how well they do in the clustering task, i.e. what 

are the Jaccard scores that are obtained by applying an identical clustering algorithm to the different 

spaces spanned by the selected features. The clustering algorithm is the QC method mentioned 

above. Figure 7 shows that good results can be obtained by our filtering methods once the gene 

subset is larger than 100 or so. For feature sets of sizes 120 to 200 we find selections (of FS1 and 

SR) that lead to Jaccard scores that are better than J=0.707, the asymptotic limit. Gene subsets larger 

than 300 result in Jaccard scores below the asymptotic limit (for a complete list, see the 

supplementary material). Also in this problem the GS results are inferior to those of the other 

methods. 

 

 
Figure 6 : Venn diagram of relations among the first 
100 features selected by different methods. 
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Figure 7� �Jaccard scores of QC clustering for different feature filtering methods� on small gene 
subsets of the Golub data� 

 
 
3.3.3.1 Biological interpretations of the Leukemia dataset of Golub et al., 1999 

It is clearly of interest to look at the 100 or so genes that participate in the sections that lead to the 

best Jaccard score. In Figure 6 we saw that there exists a substantial overlap between the choices of 

our three different methods. To study the biological significance of our subset of overlapping 54 

genes we have run a GO enrichment analysis (NetAffxTM web tool5) on this subset. As displayed in 

Figure 8 (and supplementary), we are able to assign some prevalent biological processes to the 

selected genes.  

The association of our selected 54 genes with functional annotation related to defense, inflammation 

and response to pathogen (with p-value ranging for e-7 to e-22) is intriguing (Figure 8). It may 

underlie the difference in AML and ALL in view of the different susceptibility of the patients to 

treatment such as chemo and radiotherapy. Thus the listed protein processes may not only be 

considered as 'subtype cancer markers' but as an indication of the biological properties of the 

cancerous cells. Specifically, cellular response to pathogen, to stress and to inflammation may be 

different for AML and ALL. It may also provide a focused hypothesis towards the processes and 

mechanisms that can be used as a follow up in monitoring the outcome of therapy in case of 

Lymphoma. 

 

 

 

 
                                                

5 http://www.affymetrix.com/analysis/index.affx  
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Figure 8: Diacyclic graph of GO enrichment. Shown are GO nodes [20] with 

significant p-value of enrichment as determined by the NetAffxTM tool5 (p-value < 

5e-4). The color of each node matches its significance level (along the spectrum of 

red shades, light: lowest to dark: highest). 

 

3.4 Discussion  

 

We have introduced a novel principle for unsupervised feature filtering that is based on 

maximization of SVD-entropy. The features can be ranked according to their CE-values. We have 

proposed four methods based on this principle and have tested their usefulness on three different 

biological benchmarks. Our methods outperform other conventional unsupervised filtering methods. 

This is clearly brought out by the examples that we have analyzed. More details are provided by our 

Supplementary Material6. In particular, it is striking to note how much more successful our methods 

are compared to VS, the popular variance ordered method. 

The major theoretical difference between the two approaches is that VS relies on a measurement of 

one feature at a time. The entropy-based approach, as implemented by the CE calculation, takes into 

account the interplay of all features. In other words, the contribution of a feature, its CE, depends on 

the behavior of all other features in the problem. Thus variance is only one of the factors that affect 

the CE value. The CE value depends also on the correlations (or the absence thereof) of a given 

                                                
6 http://adios.tau.ac.il/compact/UFF/SUPP 
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feature with all others. The difference between the ranking of SR and VS in Table 1 bears evidence 

to the difference between the two methods. 

We have demonstrated that our selected features have important biological significance, through a 

GO enrichment analysis of the genes in the Golub dataset. A similar analysis of the Armstrong 

dataset is presented in the Supplementary Material6. In the virus dataset, we have shown that the 

FS1/BE filtering method works exceedingly well for a large range of numbers of features. The 

biological significance of the relevant choices of amino-acids remains to be uncovered. 

The CE ranking leads to an estimate of the optimal mc choice. This is an important point by itself. In 

other methods, such as VS, it is almost impossible to make this choice on the basis of variation of 

feature properties. Conventionally one makes therefore an arbitrary choice, such as selecting 10% or 

50% of the features. In the three datasets discussed in our paper it seems quite clear that our 

suggested optimal mc, as judged from the CE scores, leads indeed to optimal results. The improved 

Jaccard scores indicate that the selected mc features have biological significance. 

Our four methods differ in computational complexity. SR is the simplest one, since it relies just on 

sorting the initial CE values. In an appendix we compare its complexity with that of the other 

methods. The relative values depend on the choice of mc (the size of the subset). 

FS1 chooses features that lie high on the original CE-score, hence its optimal selected set will have a 

large intersection with that of SR. Nonetheless, for small numbers of selected features, the order may 

be very important. Thus, in the virus problem, FS1 turns out to be much more successful than SR. In 

the Leukemia datasets, where reasonable results were obtained for larger feature sets, FS1 was not 

found to be significantly better than SR. Biologically one may expect the appearance of features that 

are degenerate with one another, i.e. have quite identical behavior on all instances. Such duplicity 

can be included by the SR method but excluded by the FS1 one. 

 Our optimal feature-filtered sets in the two Leukemia problems turn out to include just few percents 

of all genes. Thus a CE-analysis indicates that a small subgroup of all genes is the most relevant one 

to the data in question. We have seen that this relevance is borne out by both Jaccard scores and GO 

enrichment analysis. The pursuit of small feature sets is often guided by wishful thinking that the 

essence of biological importance can be reduced to a small causal set. Here we find that the small 

number obtained in our analysis is an emerging phenomenon, and may be regarded as a true 

biological result. 
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3.6 Appendix 

3.6.1 Computational complexity of the four methods 

In the following calculations, we will assume that mc<n, which will give upper bound to the 

complexity. We will not assume that m<n. 

The computation of all eigenvalues for a dense symmetric matrix requires O(p3) operations, where p 

is the size of the matrix [21]. 

We will define the complexity of the initial computation of all CEs to be O(m*min(n,m)3) �  K. 

SR: The computational complexity is lowest for the SR method. There's only one calculation of all 

CEs, followed by sorting. Hence the complexity is O(K + m*logm).  

FS1: Calculation of all CEs followed by (mc -1) repetitive diagonalization of a growing matrix (from 

2 to (mc -1)), leading to O(K + m*mc
4).  
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FS2: Calculation of all CEs followed by (mc -1) repetitive diagonalization of a decreasing matrix 

(from m-2 to (m-mc)), leading to O(m5-(m-mc)
5). Note that here, if n< (m-mc), the complexity is 

O(mmcn
3) 

BE: Calculation of all CEs followed by (m-mc-1) repetitive diagonalization of a decreasing matrix 

(from m-2 to (mc-1)), leading to O(m5-mc
5). Note that here, if n<m, the complexity is reduced to 

O((m2-mc
2)n3). 

Clearly computational complexity is lowest for the SR method, since only one calculation of all CEs 

is needed. BE or FS2 have the highest complexity, depending on whether m>2mc or not. 

 

3.7 Supplementary Material 

 

Figures S1-S13 and GO enrichment table are also found in http://adios.tau.ac.il/compact/UFF/SUPP 

and in the additional CD. 

3.7.1 The Viruses dataset of Fauquet, 1998 
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Figure S9: Variance of the features of the virus dataset 

 
Spearman  SR FS1 FS2 BE VS GS 

SR 1 0.8824 0.63 0.8824 -0.0114 -0.4572 

FS1 0.8824 1 0.4056 1 -0.2384 -0.676 

FS2 0.63 0.4056 1 0.4056 0.4861 0.162 

BE 0.8824 1 0.4056 1 -0.2384 -0.676 

VS -0.0114 -0.2384 0.4861 -0.2384 1 0.7647 
GS -0.4572 -0.676 0.162 -0.676 0.7647 1 

Table S2: Spearman correlation of the features ranking according to the various selection methods 
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Figure S10: Spearman correlation of the features ranking according to the various selection methods 
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Figure S11: The quality of the various selection method of virus dataset (evaluation done by QC algorithm) 
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Figure S12: Difference in clustering quality of the Virus dataset, by selection according to the various selection methods. Displayed is 
the difference from the variance selection (VS). 
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Figure S13: The quality of the various selection method of virus dataset (evaluation done by K-Means algorithm 
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3.7.2 The MLL Leukemia dataset of Armstrong et al.,  2002 
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Figure S14: Simple Ranking of the MLL dataset 
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Figure S15: The quality of the various selection method of MLL dataset (evaluation done by QC algorithm 
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Figure S16: Difference in clustering quality of the MLL dataset, by selection according to the various selection methods. Displayed is 

the difference from the variance selection (VS). 

3.7.3 The Leukemia dataset of Golub et al. 1999 

 

Figure S17: CE of the 7129 genes of the virus dataset. The inset provides zoom into the highest-ranked 300 genes, with bright dots 

signifying the top 100 features according to the FS1 method. 
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Figure S18: Log of the variance of the 7129 gene in the Leukemia dataset 
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Figure S19: Difference in clustering quality of the Leukemia dataset, by selection according to the various selection methods. 

Displayed is the difference from the variance selection (VS). 
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Figure S20: The quality of the various selection method of Golub dataset (evaluation done by QC algorithm 
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Figure S21: The location of Golub’s 50 genes on the CE ranking graph 
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Chapter 4      

UFFizi: A Generic Platform for Ranking Informative Features  7 

4.1 Introduction  
The present information age is characterized by exponentially increasing data, e.g. in numbers of 

documents and in records of various kinds or biological data. Improved experimental techniques, 

such as high throughput methods in biology, allow for the measurement of thousands of features 

(genes) for each instance (single gene-expression microarray per patient). This leads to a flood of 

data, whose analysis calls for preprocessing in order to reduce noise and enhance the signal through 

dimensionality reduction. This is important for both enabling the application of various 

categorization techniques and allowing for biological inference from the data. 

Dimensionality reduction algorithms are usually categorized as extraction or selection methods. 

Feature extraction transforms all features into a lower dimension space, while feature selection 

selects a subset of the original features. A benefit of the latter is the ability to attach meaning to the 

selected features. This is important both for exploration of the biological reality and for preparing a 

more concise experimental layout. The method to be studied here is categorized as feature selection. 

It is customary to divide feature selection methods into two types: supervised, in which a target 

function is known and one tries to rank features or optimize some objective function relative to it, 

and unsupervised, in which one has no additional information regarding the instances. In practice, 

the abundance of unlabeled data or data that might posses multiple possible labeling, calls for an 

unsupervised approach. 

While supervised feature selection methods are abundant [1], unsupervised methods are scarce, most 

of them tested on labeled data [2]. Nevertheless, unsupervised feature selection methods may play an 

important role even in supervised cases. Being unbiased by the labeling of the instances, 

unsupervised feature selection can be used as a preprocessing tool for supervised learning algorithms 

providing reduction of overfitting (for a comprehensive review we refer to [2]). As described in [3], 

feature selection from unsupervised data can be applied at three different stages: before, during and 

after clustering. Methods that operate before clustering are referred to as filter methods. Common 

methods of unsupervised feature filtering rank features according to either (1) their non-zero 

loadings in the first principal components [4] , (2) their normalized range,(3) entropy or (4) variance 

                                                
7 Based on the paper UFFizi: A Generic Platform for Ranking Informative Features, Assaf Gottlieb, Roy Varshavsky, 
Michal Linial and David Horn, Submitted. 
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of the feature as calculated from its values on all instances [2, 5]. All these methods estimate the 

importance of each feature independently of all others.  

Our Unsupervised Feature Filtering (UFF) algorithm [6] differs from aforementioned methods in 

that it ranks features based on a criterion that involves all other features. It also provides a natural 

cutoff for selecting the number of features. We have also previously showed that UFF also selects 

stable feature sets under perturbations [7]. Our aim in this article is to introduce a new framework, 

based on the UFF. We (1) explore the properties of UFF and the features it selects, (2) introduce a 

faster approximate version, (3) suggest indicators for the ability to apply the method to certain 

datasets and (4) extend it by proposing a method called Unsupervised Instance Selection (UIS) for 

inspecting and eliminating potential outlier instances. A faster version of UFF, together with 

identification of indicators for the ability to apply the method to different datasets enables the 

implementation of UFF as a web-tool. The performance of the UFF is shown to surpass commonly 

used unsupervised filtering methods (e.g. variance, feature entropy) for the datasets used in this 

study. These findings are consistent with the findings reported in ([6]. 

In the Results section, we explore the properties of UFF on example datasets, introduce a faster 

algorithm for UFF and analyze which datasets can be evaluated successfully by the UFF method. We 

then describe the UDO method and provide biological insights on gene and microRNA expression 

from a wide range of diseased states. 

4.1.1 List of abbreviations 
UFF, Unsupervised Feature Filtering; SVD, Singular Value Decomposition; UIS, Unsupervised 
Instance Selection; CTD, Comparative Toxicogenomics Database 
 

4.2 Methods 

4.2.1 Datasets 
We use three gene-expression microarray datasets with known labeling in order to demonstrate the 

performance of UFF. They were compiled from the online public repository of the National Center 

for Biotechnology Information/GenBank Gene Expression Omnibus (GEO) database [8], [9] . Data 

collections are: (i) Gene expression measurements taken from skin tissues including  7 normal skin 

tissues, 18 benign melanocytic lesions and 45 malignant melanoma [10] (series entry GSE3189); (ii) 

HIV dataset (series entry GSE6740), containing gene expression measurements from 20 CD4+ and 

20 CD8+ T cells from HIV patients at different clinical stages; (iii) Hepatitis C (series entry 

GSE11190) containing gene expression measurements from 78 samples, comprising of 38 blood 

samples and 40 liver biopsy, before and after interferon treatment of Hepatitis C (19 blood samples 
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before and after the treatment, 21 and 19 liver biopsies before and after respectively). All these 

datasets are Affymetrix Human Genome U133A Array (Hepatitis C is a U133 plus 2.0 array). 

In addition, we present results obtained from using UFF on The Cancer Genome Atlas (TCGA) 

gene-expression and microRNA (miRNA) expression datasets[11]. These datasets are comprised of 

samples taken from (i) glioblastoma multiforme (GBM) and (ii) ovarian serous cystadenocarcinoma 

(OV) patients. Gene-expression datasets are measured using Affymetrix Human Genome U133A 

Arrays and Agilent G4502A_07 platforms. miRNA expression is measured using Agilent Human 

miRNA Microarray Rel12.0 and Agilent 8 x 15K Human miRNA-specific platforms. Details of 

these datasets are specified in Table S1 in the supplementary material. 

4.2.2 Unsupervised Feature Filtering (UFF) 

UFF is based on an entropy measure applied to Singular Value Decomposition (SVD). Let A denote 

a matrix, whose elements Aij denote the measurement of feature i on instance j, e.g. expression of 

gene i under condition j. SVD decomposes the original matrix A into A=USVT, where U and V are 

unitary matrices whose columns form orthonormal bases. The diagonal matrix S is composed of 

singular values (sk) ordered from highest to lowest. SVD is a common technique in feature 

extraction. UFF uses the information contained in the singular values in order to select the features. 

Let q be the rank of the matrix (q=min(n,m), where n is the number of instances and m is the number 

of features). Using the singular values, sk, one may define the normalized relative squared values � k 

[12] [13]: 
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A dataset that is characterized by only a few high normalized singular values, whereas the rest are 

significantly smaller, reflects large redundancy in the data. On the other hand, non-redundant 

datasets lead to uniformity in the singular values spectrum. UFF exploits this property of the 

spectrum in order to measure how each feature i influences this redundancy, while favoring features 

which decrease redundancy. The score of a feature i is defined using a leave-one-out principle. A 

function ƒ is calculated on the set of all singular values for the original matrix and for the 

corresponding set of the matrix without feature i. The difference in the values of ƒ defines the score 

of each feature i. In this work, we use the SVD-entropy (H) as the function ƒ [13] [14] (note that this 

'Shannon'-like function does not use probabilities). The score of a feature can be thus regarded as its 

contribution to the SVD-entropy. 
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Other functions may be used instead of H. They have to be monotonic and vary from a maximum, 

when all singular values are equal, to a minimum when there is only one singular value bigger than 

zero. Two such functions that we tested are the negative value of sum of squares and the geometric 

mean. The results using these functions are very similar to those obtained using the SVD-entropy, 

hence we will not elaborate further on them. 

Figure 1 displays the typical results after applying the UFF algorithm to the melanoma dataset (see 

the datasets subsection for description), and sorting the features according to the decreasing score of 

the UFF. Clearly, one can divide the features into three groups: 

1. Features with positive score. These features increase the entropy. 

2. Neutral features. These features have negligible influence on the entropy. 

3. Negative score features. These features decrease the entropy. 

We follow the Simple Ranking (SR) method of UFF, denoting positive score features (group 1) as 

features whose scores lie above the mean score + one std (upper dotted line in figure 2), negative 

score features (group 3) as features whose scores lie below the mean score - one std (lower dotted 

line) and neutral features (group 2) the rest. Note that most features fall into group 2, while groups 1 

and 3 represent minorities. UFF [6] selects group 1 as containing the most relevant features. The 

rationale behind this selection is that, because these features increase the entropy, they decrease 

redundancy. Hence one may expect that instances will be better separated in the space spanned by 

these features. Further analysis of this group and its comparison with the two other groups is 

presented in the "properties of selected features" section. 

. 
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Figure. 1.�������� UFF Scores of the 22283 genes of the melanoma dataset, ordered by 
decreasing scores. Dashed lines represent mean(score)±std(score). 

 
In this paper, we follow the Simple Ranking (SR) method of UFF, selecting all positive score 

features (group 1). Alternative UFF methods suggested in [6] are not shown. 

 

4.2.3 GO and Pathway Enrichment 
Enrichment of Gene Ontology (GO), KEGG pathways and PubMed papers presented here were 

calculated using the DAVID [15], [16] and ToppGene tools [17]. Verifications were also done using 

other tools such as Ontologizer [18] and GO Tree Machine [19] 

4.2.4 UFF Performance Validation 
Clustering comparison between different unsupervised feature selection methods was performed 

using the widely used k-means clustering algorithm. In order to provide an unbiased comparison, all 

feature selection methods were tested with the same input parameter k (k=3 for the melanoma 

dataset, k=2 for the HIV dataset and k=4 for the Hepatitis-C dataset) for the k-means clustering 

algorithm with no additional preprocessing. The clustering was repeated 100 times for each feature 

selection method and each number of selected features.  

Random selection was used to generate 100 different sets. Feature entropy was performed on each 

feature individually, using the same formalism as in equation 3. We used the Jaccard score [20] to 

measure the quality of the clustering relative to known labels. 
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4.3 Results 

4.3.1 Analyzing and Improving UFF 
In this section, we present analysis of UFF selected features and provide improvements and 

extensions to the algorithm. The improvements include (i) Faster version of the algorithm and (ii) 

Addition of a criterion for assessing the quality of the results provided by UFF. We further extend 

the algorithm by introducing the Unsupervised Detection of Outliers (UDO). 

4.3.1.1 Properties of Selected Features 
We investigated the general properties of features selected by UFF, by studying their statistical 

properties. We demonstrate these properties on the melanoma gene expression dataset (see 

Methods). Figure 2 displays the mean (A) and variance (B) of all features (as measured on all 

instances), for the melanoma dataset. The features are ordered by their UFF rank, which is displayed 

in Figure 1. Dotted lines, denoting the mean (score) ± one standard deviation, supply the separation 

between the positive (group 1), neutral (group 2) and negative (group 3) score features (Methods). 

Most features belonging to the second (neutral) group possess low mean and variance. It is evident 

that both the positive score features and the negative score features have high mean (in general high 

absolute values of mean) and variance. This explains a major difference between UFF and the 

Variance Selection method: while UFF selects features from group 1, Variance Selection chooses 

features from both groups 1 and 3. It should be noted that if datasets of this nature (e.g. gene-

expression) undergo standardizing operations, UFF selection may be meaningless. 
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Figure. 2. (A) mean and (B) variance of the melanoma dataset (X axis refers to genes ordered according to UFF 
score). 

An important difference between the positive (group 1) and negative (group 3) features is displayed 

in Figure 3. This figure shows the projection of typical positive and negative features (A and B, 

respectively) on the SVD eigenvectors (or principal components, PCs) of the original data matrix. 

Positive score features have more evenly distributed projections on the PCs relative to the negative 

score features, which project most strongly on the first PC. It is the latter property that explains the 

negative score: by preferring the leading principal component these features decrease SVD-entropy. 

We present in the Appendix a proof showing that when a feature lies only on the first PC, it is bound 

to have a negative score. 

The differences in projection on the principal components between the positive and negative scored 

features, may provide an explanation for the difference between our approach and the sparse-PCA 

approach [4]. The latter selects genes that correlate mainly with the leading PC, while UFF prefers a 

wider distribution.  

Finally we observe that negative score features have skewness close to zero and kurtosis close to 

three. Hence we conclude that negative score features possess wide Gaussian distributions, which 

can be regarded as baring no indicative signal over the instances. These noisy features are discarded 

by UFF but selected by Variance Selection, which explains their inferior results demonstrated in [6] 
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Figure 3. Projection on the 70 principal components of a typical - (A) positive 
score and (B) negative score - feature from the melanoma dataset. Note the 
outstanding value of PC1 in B. 

 

4.3.1.2 Fast UFF 
 
In order to obtain the UFF ranking of features one performs �  times the SVD evaluation, where M is 

the number of features. This has the complexity of O(M*min(N,M)3) (see [6]). The data matrix A of 

M features by N instances is often represented by its SVD transformation A=USVT, where U and V 

are unitary and S is the diagonal matrix of the singular values. The associated Gram matrix C=ATA, 

of size NxN, can then be written as C=VS2VT, with eigenvalues that are the squares of the singular 

values of A and thus can be used directly to calculate the SVD-entropy. Removing a row from A, i.e. 

removing the feature fk of length N, the Gram matrix C changes to 


 �k k
T

C C f f C �
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We assume that removal of one feature can be regarded as a small perturbation, an assumption 

which generally holds for a large enough number of features. The singular values can be 

approximated by using the eigenvectors of the Gram matrix C on the new matrix C'. Plugging into 

equation (1), the changed SVD entropy is: 
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An extended formulation is given in the Appendix. 

This approximation reduces the complexity to O(M*N2) leading to considerable faster calculations. 

Table 1 compares the running times of fast UFF vs. regular UFF for three of the datasets used in this 

paper. As can be seen, the reduction in running time is substantial, allowing for an online 

computation.  

The quality of the approximation lies in the assumption of small perturbations. In order to test 

whether this assumption holds for a given dataset, we inspect the SVD entropy of the matrix, defined 

to lie between 0 and 1 (see Methods). For most data-sets that we studied it is smaller than 0.1. Such a 

small value of the entropy guarantees that only a few eigenvalues (principal components) are of 

importance, and the removal of a single feature is indeed a small perturbation assuring the validity of 

the approximation (equation 2). In two of the studied datasets (GBM and OV microRNA) the SVD 

entropy is large (0.59 and 0.34 correspondingly), putting the approximation (equation 2) in doubt. In 

both cases one should therefore resort to the regular UFF calculation to obtain reliable results 

Fast UFF allows for the analysis of much larger datasets. Moreover it enables incorporating this 

algorithm in a web-based tool. Computationally, it allows for a distributed evaluation of UFF scores, 

once the eigenvectors of the Gram matrix C are obtained.  The calculation of the SVD entropy of the 

matrix is incorporated into the UFFizi web tool, initiating a warning when the results of the fast UFF 

might deviate substantially from the regular UFF. 

 

4.3.1.3 When is UFF Applicable 
 
While UFF works very well on many datasets, including most gene-expression data we have 

analyzed, we have found datasets where selection according to UFF is not effective. Figure 4 

presents such an example using a dataset of pre-selected cell-cycle regulated genes. On such a 

dataset, UFF did not lead to improved clustering. We note that the distribution of score values in 

Figure 4 is somewhat different from Figure 1. In particular, group 2 features display large variance 

among their scores. 

Working with more than twenty datasets from different domains, we have found measures that allow 

for separation between datasets on which UFF is effective from datasets in which it is not. One such 

measure is the normalized entropy of the squares of UFF scores. This, as well as another measure, is 

presented in the supplementary appendix. They allow for a prior estimate on whether UFF selected 

features should be used. These measures, formulated in the supplementary appendix, are 

incorporated into our web-tool, providing a confidence level for relying on UFF results. 
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Figure. 4. UFF Scores of the Spellman cell-cycle dataset, ordered by decreasing UFF score. 

 
4.3.1.4 Unsupervised Detection of Outliers (UDO) 
 
Outliers are typically defined as instances that differ significantly from other instances in the data 

(for extensive surveys, see [21, 22]). Detecting such outlier instances may be desirable in certain 

cases, e.g. when there is a suspicion of faulty or unreliable measurements or for detecting rare 

events. A multitude of methods for unsupervised outlier detection have been proposed. Most relate 

to one of two approaches: (1) model based, in which a model is fit to the data and outliers are the 

ones deviating from the model [23, 24], (2) Distance-based methods, which find instances lying far 

from all instances, nearest instances, or nearby clusters [25-31]. We present here an alternative 

definition and a method to detect such outliers, based on the UFF framework. 

 The data-matrix A contains information on instances in terms of features and features in terms of 

instances, and the singular values are common to both. One may therefore consider a 'leave-one-out' 

measure applied to instances. This is the Unsupervised Detection of Outliers (UDO) method, to be 

studied here. UDO identifies instances that, when removed, decrease the entropy of the dataset and 

thus provide a more homogeneous dataset. Recognizing these entropy-increasing instances as 

outliers provides a natural definition for an “outlier-degree”. UDO attaches to each instance the 

amount of decrease of the SVD entropy, which is considered the global measure of the “outlier-

degree” of each instance in the dataset. As in the UFF method, a threshold of one standard deviation 

(std) above the mean may be applied to assess the number of such outliers. UDO is a data-driven 

method, making no prior assumption regarding the distribution of the data such as model-based 

methods. It is not restricted by small sample size datasets which prohibit creation of valid 

distribution assessments. It is also different from distance-based outlier detection schemes in that it 

assesses the influence of instance removal on the entire dataset rather than the mere location in 
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feature space of the instance relative to other instances. In contrast to the Donoho-Stanhel estimator, 

which assesses the “outlier-degree” of an instance relative to one selected direction in feature space, 

UDO estimates it on all eigenvectors at once. UDO in this sense emphasizes directions along which 

other instances are relatively comparable. We note that in datasets of relatively low SVD entropy, 

the correlation between the UDO ranking and the popular outlier detection method of the kth-NN  

ranking [29] is relatively high (0.61 and 0.82 for the melanoma and HIV datasets respectively, k=5). 

This can be explained by noting that removal of an instance in such datasets does not alter the 

leading eigenvectors substantially and UDO thus selects the high-entropy instances that reside 

mainly farthest along these eigenvectors. In high SVD entropy datasets (e.g. the two microRNA 

datasets in this paper), the correlation between the two different methods is essentially zero.  

Since outlier defining criterion and the methods implementing them are intertwined, evaluation of 

each method turns often into subjective inspection of the outliers. We note that in the HIV dataset for 

which we have some clinical information, the first 4 selected instances (out of 5 selected by UDO) 

are samples of two individuals (containing both CD4+ and CD8+ T cells). The two leading outlier 

instances belong to the same individual, possessing an HIV infection at a very preliminary stage (~1 

month), possibly explaining high divergence of measurements from individuals with longer periods 

of HIV infection. 
 

4.3.2 Selected Datasets 
 
In this section we present novel results obtained by applying UFF to gene-expression and microRNA 
(miRNA) expression datasets. 
 
4.3.2.1 Melanoma – UFF selected genes 
 
The melanoma dataset is used for demonstrating the different traits of UFF. Running UFF on this 

dataset, we obtain 231 genes. The top ranked genes include Stratifin, Keratin 14, Keratin 1 and 

Loricrin, mutation in which are related to skin cancer and other skin diseases [32-35]. Enrichment 

analysis includes terms having Bonferroni score<0.05. GO Enrichment analysis of the selected genes 

includes functions of biological processes such as ectoderm and epidermis development, homophilic 

cell adhesion, keratinocyte differentiation and melanin biosynthetic process. Cellular compartments 

enrichment includes intermediate filament, extracellular region and melanosome. Interestingly, GO 

molecular function enrichment show various metal ion binding, including copper, cadmium and 

calcium, all having relations to the tumor suppressor protein p53 [36-38]. Enriched pathways include 

cell communication, antigen processing and presentation and also breast cancer estrogen signaling. 

Human phenotype analysis reveals enrichment for palmoplantar hyperkeratosis, keratinization, skin 



�� 

and integument abnormalities. The list of UFF selected genes is provided in supplementary Table 

S2. The full list of GO enrichment terms is provided in supplementary Table S3. 

Talantov, et al. (2005) performed clustering analysis on this dataset, using a filtered list of 15,795 

genes. They did not obtain perfect separation between melanoma and benign tumors or normal 

tissues (obtaining Jaccard score [20] of 0.74). Using UFF selected genes and the Quantum Clustering 

algorithm [39], we were able to correctly split melanoma from benign tissues, while identifying two 

clusters in the melanoma samples similar to the ones identified by [10] (Jaccard score of 0.85)32 of 

UFF selected genes appear also in the 439 differentially expressed genes of [10] (p-value = e-12) and 

10 out of 33 differentially expressed genes with high fold change (p-value<e-12). 

Figure 5 compares the clustering results in terms of Jaccard score using UFF selected genes for 

different thresholds, with genes selected using variance, feature entropy and random selection and 

using all the genes (see Methods). It is evident that UFF features provide better clustering results 

than either selection method or compared to using all the genes for all thresholds (with an exception 

for the top 10 genes, where variance selection has slightly better Jaccard score). Error bars were 

removed for clarity. Supplementary figure S1 displays the same comparison with error bars. 

Quantum Clustering results are provided in supplementary Table S4. 

 

 

 

 
Figure. 5. Mean Jaccard scores of clustering results for different selection methods on the melanoma dataset. Tested methods include (A) UFF, 
(B) Variance, (C) Feature entropy, (D) Random selection and (E) All features. 
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4.3.2.2 HIV – UFF selected genes 
 
Next we explored the HIV dataset. UFF selected 179 genes, enabling us to cluster the CD4+ and 

CD8+ samples into separate clusters with only one misclassification. In comparison, when we 

clustered the samples using all the genes 2 misclassifications were obtained. In the top ranking genes 

we find mostly hemoglobin units, but also the specific CD4+ HIV related protein defensin [40] and 

the CD8+ HIV related CD8 antigen [41]. GO enriched biological processes for the 179 selected 

genes (Bonferroni<0.05) include immune system process, immune response, cellular defense 

response, antigen processing and presentation of peptide antigen via MHC class I and class II. 

Cellular compartments are enriched for the MHC class I and II protein complexes. Non trivial 

enriched pathways include Graft-versus-host disease, natural killer cell mediated cytotoxicity and 

type I diabetes (Bonferroni<10-6). The selected genes involved in the type I diabetes pathway are 

usually in direct connection with either CD4+ or CD8+ T-cells. This connection is strongly support 

by literature text mining (not shown). The list of selected genes is provided in supplementary Table 

S2. Enriched terms are provided in supplementary Table S3. 

Similar to figure 5, supplementary figure S2 displays the performance of clustering the HIV 

instances using different gene sets, selected by various unsupervised feature selection methods, 

random selection and using all the genes.  The performance of UFF surpasses all other methods in 

terms of clustering results (see Methods). 

4.3.2.3 Chronic Hepatitis -C – UFF selected genes 
The CHC database is intended for inspecting results of chronic hepatitis C (CHC) treatment with 

interferon. UFF selected 513 genes. Using these selected genes, we were able to separate perfectly 

pre-interferon and post interferon blood samples. Liver biopsies, however, were clustered according 

to sample origin instead of pre and post interferon treatment. The clustering results are different 

when using all the genes; in this case, liver samples could not be separated at all and blood samples 

typically split into different clusters. This is displayed in Figure 6. The relevance of the gene selected 

is demonstrated by the GO enrichment scheme. The GO cellular compartment contains various 

lipoprotein particles (high-density, plasma, spherical high-density, triglyceride-rich, very-low-

density and intermediate-density). Biological process enrichment includes lipid metabolic process, 

along with regular defense system terms, such as acute inflammatory response, response to 

wounding and response to xenobiotic stimulus and metabolism of xenobiotics by cytochrome P450 

pathway, possibly related to the Interferon treatment [42]. An enriched human phenotype is 

generalized amyloid deposition, which is reported to relate to hepatitis C [43]. Finally, using the 

Comparative Toxicogenomics Database (CTD) the UFF selected genes are enriched for Hepatitis 

and the related immune complex diseases. UFF selected genes and enrichment analysis are provided 



�� 

in supplementary tables S2 and S3 respectively. Clustering results appear in supplementary Table 

S4. 

Supplementary figure S3 compares the performance of clustering the Hepatitis-C instances using 

UFF selected genes with gene sets selected by various unsupervised feature selection methods, 

random selection and using all the features.  The performance of UFF again tops other methods in 

terms of clustering results. 

 

 

 

 
 

 

 

Figure 6. Clustering of the 78 samples of Hepatitis C dataset, relative to known labeling. Y-axis denotes cluster number and X-axis 
denotes division into pre-interferon liver biopsy (LPR), post-interferon liver biopsy (LPO), pre-interferon blood sample (BPR) and 
post-interferon blood sample (BPO). Clustering was performed using both k-means (k=4) using UFF selected genes (A) and using all 
genes (B) and by using Quantum Clustering using UFF selected genes (C) and using all genes (D) 

 
4.3.2.4 Glioblastoma – UFF selected genes 
 
We present results on glioblastoma multiforme (GBM) from The Cancer Genome Atlas (TCGA) 

project. We selected features from each platform independently, due to the difference between 

experiments, allowing for identification of genes that differentiate between different platforms, 

rather than different instance type (UFF was applied to AgilentG4502A_07_1 and 

AgilentG4502A_07_2 separately, to avoid selection of genes that allows perfect separation of the 

two platforms). The unsupervised approach displays its full strength in this case, since we do not 

have access to additional sample information on these datasets. 

Based on UFF selected genes, we clearly identify clustering of the instances in each dataset into a 

small number of groups. As clinical details of the subjects are not specified, we cannot link these 
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clusters to known labels. An example of the clustering results for one of the GBM datasets is 

displayed in Figure 7. Clustering results of selected datasets are found in supplementary Table S4. 
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Figure 7.  Clustering of 54 samples of GBM Agilent G4502A_07_1.4.2.0 array, colors and shapes denote different clusters. Image 
displays projection on principal components 2-4 

  
There are variations between the number of genes selected on Agilent and Affymetrix gene 

expression platforms (563 and 731 genes for Agilent 1 and 2 platforms, while only 140 for 

Affymetrix). 

We focus on the list of 44 genes, which are common to both platforms. 13 genes from this list also 

appear in the list of top 100 primary glioblastoma-associated genes expressed at higher levels 

compared with normal brain tissue [44]. We note also that 3 out of 4 patented markers for 

glioblastoma (patent #7115265) appear on this common list (the 4th marker, ABCC3, appears in 

genes selected from Agilent 2 platform). The top 10 genes from this list, in terms of minimal UFF 

rank, are displayed in Table 3. Supplementary Table S5 provides detailed explanations on relations 

to cancer biomarkers. UFF selected genes and the 44 common genes appear in supplementary Table 

S2. 

Although Agilent and Affymetrix datasets show high variance in the number of genes selected by 

UFF, the highest GO enrichment terms are common to both. Both show high GO enrichment of 

general biological processes such as regulation of multicellular organismal process, cell proliferation 

and nervous system development (Bonferroni<0.05) and nervous system development in Affymetrix, 

(FDR<0.05, but Bonferroni <0.1). UFF selected genes on Affymetrix also show inflammatory 

response while UFF selected genes of Agilent are enriched for cell adhesion. Both platforms are also 
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enriched for cellular compartment of extracellular matrix and both were highly enriched for ‘signal 

peptide’ and ‘secreted’ (Bonferroni<0.0005) based on UniProt keywords. UFF selected genes on 

both platforms are enriched for molecular function of protein and receptor binding, which includes 

various ligands such as polysaccharide, heparin and neuropeptide hormone activity binding (Agilent 

platform), and lipid and ferric iron binding (Affymetrix platform). Enrichment analysis is provided 

in supplementary Table S3. 

 

Table 2.  Top 10 ranked genes, selected on all platforms of glioblastoma multiforme. Genes with asterisk appear on the list of [44]. 
N.D = Not Determined.  
 

Gene name Minimal UFF 
rank across 
platforms 

Related to Cancer 
Biomarkers 

RPS4Y1 1 N.D 

SEC61G 1 Yes 

POSTN (*) 2 Yes 

ECOP 7 Yes 

TMSL8 (*) 9 N.D. 

SERPINA3 (*)  10 Yes. 

COL1A2 (*) 12 Yes 

NPTX2 13 Yes 

TIMP1 (*) 14 Yes 
VSNL1 17 Yes 

 
4.3.2.5 Ovarian Serous Cystadenocarcinoma – UFF selected genes 
 
We performed similar analysis of the glioblastoma multiforme (GBM) datasets on the ovarian serous 

cystadenocarcinoma (OV) dataset from TCGA . UFF selects 669 and 998 genes from Agilent and 

Affymetrix platform datasets respectively. GO enrichment analysis reveals that UFF selected genes 

expose very similar GO terms as UFF selected genes on GBM. 

The first interesting exception is cellular compartment enrichment in which OV shows enrichment 

for collagen and fibril, which are identified as predictors for ovarian cancer [45], [46]. An 

enrichment term which includes arthritis and osteoarthritis is of special interest, as the former was 

postulated as a marker for ovarian cancer [47], while the later has not been determined. Finally, 

enriched diseases show stomach and breast neoplasms. Enrichment analysis is provided in 

supplementary Table S3. Clustering of the samples according to the UFF selected genes is provided 

in supplementary Table S4. 

190 genes are common to both Agilent and Affymetrix platforms. Table 3 lists the top 10 common 

genes in terms of minimal UFF rank. Supplementary Table S5 provides detailed explanations for 

Table 3. List of UFF OV selected genes and the 190 platform-shared genes are provided in 

supplementary Table S2. 
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Table 3.  Top 10 ranked genes, selected on all platforms of ovarian serous cystadenocarcinoma. N.D = Not Determined. 
 

Gene name Minimal UFF 
rank across 
platforms 

Related to Cancer 
Biomarkers 

IGF2 1 Yes 

HOXA4 2 Yes 

POSTN 3 Yes 

LMO3 5 Yes  

ZIC1 7 Yes 

HOXA9 8 Yes  

PCP4 8 N.D 

OVGP1 9 Yes 

PON3 9 N.D 
CXCL1 10 Yes  

 
7 of the UFF selected genes are common to both GBM and OV. These are POSTN, NPTX2, GJA1, 

NNMT, CSRP2, SCG5 and HSPA1A, all of them related to cancer biomarkers. Supplementary table 

S2 provides further details on relation of these 7 common genes to cancer biomarkers. Note that 

POSTN appears in the top 10 selected genes in both GBM and OV datasets. 

4.3.2.6 Selected miRNA for GBM and OV 
 
We also report UFF selected microRNAs (miRNA) from TCGA microarrays for the glioblastoma 

(GBM) and ovarian (OV) cancers. There are 534 miRNAs in GBM, taken from 325 samples and 799 

miRNAs taken from 295 OV samples. UFF selected 43 and 63 miRNAs in GBM and OV 

respectively. 

Almost all of the UFF selected miRNAs are human miRNAs (hypergeometric p-value=0.003 and 

0.05 for GBM and OV respectively). The selected miRNAs for GBM and OV are enriched in 

comparison to [48] list of up or down-regulated miRNAs relative to normal tissue (15 and 20 genes, 

corresponding to p-values  of 7*10-5 and 9*10-6 for GBM and OV respectively). In comparison, 

negative entropy miRNAs are not enriched relative to this list. 

12 of the selected miRNAs appear in both GBM and OV tumors. They are listed in Table 4. 

Supplementary Table S6 provides further details on relation of these miRNAs to cancer biomarkers. 

Selected miRNAs for GBM and OV are also listed in supplementary table S6. 
 
Table 4.�������� MicroRNAs selected by UFF, common to GBM and OV. 
1 up or down-regulated microRNAs relative to normal tissue according to {Lee, 2008 #53} 

2 MicroRNAs that affect the properties of cancer cells according to {Lee, 2008 #53} 

3 down-regulated in ovarian cancer {Lee, 2008 #53} 
4 Differentially expressed miRNAs in ovarian cancer tissues and cell lines {Dahiya, 2008 #230}. 
N.D = Not Determined. 
 

microRNA Minimal 
UFF 

Related to Cancer 
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rank Biomarkers 

hsa-mir-181a 1 3 Yes 

hsa-mir-363 4 N.D 

hsa-mir-210  2 6 Yes 

hsa-mir-451 7 Yes 

hsa-mir-10a 7 Yes 

hsa-mir-311 8 Yes 

hsa-mir-196a 1 8 Yes 

hsa-mir-145* 2,3 10 Yes 

hsa-mir-135b 1 11 Yes 

hsa-mir-10b 1,2,4 11 Yes 

hsa-mir-10b* 1,2,4 11 Yes 

hsa-mir-31* 1 12 Yes 

hsa-mir-424 4 18 Yes 

hsa-mir-155 1,4 20 Yes 

hsa-mir-222 1,2 25 Yes 

hsa-mir-30a* 1,4 26 Yes 

hsa-mir-517* 31 N.D 

 
 
 
 
 

4.4 Conclusions 
 
We present an improved method, and a new web tool, that enable users to benefit from the power of 

UFF, an unsupervised approach that scores and ranks each feature according to its influence on the 

singular values distribution. 

A statistical characterization of the selected features shows that our method selects features of high 

variance (over instances), but only those that do not have large correlation only with the first 

principal component. It turns out that thus we ignore noisy features that have Gaussian distributions. 

The strength of our method lies in selecting features that both capture inherent clustering of the 

instances and possess high variance. The combination of the two is significant in the case of 

biological datasets such as expression microarrays.  

By studying various empirical datasets and evaluating different scoring functions we show that our 

approach is generic, and can identify the subset of relevant features. In contradistinction to other 

methods we can estimate the size of the group of selected relevant features. Furthermore, we present 

a novel approximation method, enabling significantly faster calculation of the UFF feature scores. 

UFF is a heuristic method which exposes its strength in realistic applications. Nevertheless, not all 

datasets are amenable to feature selection by UFF. We propose criteria for deciding when UFF 
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application is effective. This information is also provided in the online UFF tool. We further extend 

the capabilities of UFF by introducing the Unsupervised Detection of Outliers (UDO) method. UDO 

provides a novel definition of an “outlier-degree” of an instance and identifies such outliers in the 

dataset. This enables the researcher to detect rare events in the dataset or filter faulty instances before 

proceeding with further analysis. 

Finally, we analyze various gene expression and microRNA expression datasets to show the strength 

of our approach and to expose interesting findings on these datasets with possible biological 

relevance. 

Web tool: http://adios.tau.ac.il/UFFizi 
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4.7 Appendix 

4.7.1 Connection between projection on first princi pal component and 
negative entropy score 

One can prove that in the extreme case, where a feature is lying only on the first PC, it is bound to 
have a negative score. We shall now prove it for the SVD-entropy function. This proof can be 
extended to cover also the alternative measures mentioned in section 4.2.2. 
Starting with the positive-definite Gram matrix C, defined as 

2T TC A A VS V� �  (9) 

for the data matrix A of M features by N instances (where, without loss of generality we assume 
N� M). We use the eigenvalues of the Gram matrix, defined by 2i ic s�  to define: 
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T is positive definite. SVD entropy can be related to K through 
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where, for simplicity, we dropped the normalization constant (log(N)) in the definition of H. 
Consider the small perturbation of adding one feature to the matrix A. The assumption of a small 
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perturbation generally holds for a large enough number of features. Using equation (7), we can write 
the resulting change of H as 

(1 )
K

TdH dK dT
T

� � �  (12) 

If an added feature projects only on the first PC, it can change only the first singular value. It follows 
then that 


 �1 1 1,  - (1 log )dT dc dK dc c� � �  (13) 

Plugging the terms in (9) into equation (8), we arrive at 
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which means that adding such a feature always leads to reduction of entropy.  
To complete the proof we show that the right hand side is indeed negative. T is positive, and so is the 
sum of the two terms in brackets, since c1 is the leading eigenvalue and the following inequality 
holds: 

1
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j jK c c T c� � ��  (15) 

We now prove that dc1>0. Note that, by definition, 

,
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The first order perturbation of the eigenvalues of C is related to the change of the original matrix C 
by the original unitary transformation V. This follows from the unitarity constraint on V 

0mi mim
dV V ��  (17) 

and is the discrete analog of the Hellman-Feynman theorem [49], [50], [51].  
Adding a row to A, i.e. adding the feature vector f M+1 of size N, the Gram matrix C changes to  

1 1M M
mn mn n mC C f f� �
 �  (18) 

Plugging it back into equation (12), we conclude the proof with showing that dc1 is positive 
according to: 


 � 21M i
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where Vi is the i-th eigenvector of C. 
Adjusting appropriately S and K, it is easy to prove this also for the sum of squares and the 
geometric mean functions mentioned in section 4.2.2. 

4.7.2 When is UFF applicable? 
We present two measures that allow for a separation between datasets on which UFF is effective, 
from those in which it is not. The first is SE, an entropy-like measure on normalized squares of UFF 
score-values. 
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and the second is VE, an entropy-like measure on the variance-values (i.e. variance of feature-values 
on all instances) 
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Suitable datasets can then be defined as those lying below certain thresholds in both measures. We 
tested more than a dozen 'suitable' and ten 'not-suitable' datasets (not shown) using UFF and 
clustering algorithms. It seems that combining the two measures using the geometric mean provides 
the best test for applicability. We found 'suitable' datasets to lie below a threshold of 0.8 of the 
combined score. 

4.8  Supplementary Material 
 
Tables S1-S22 of the supplementary material are found in http://adios.tau.ac.il/UFFizi/supp/ 
and on the attached CD. 
   
 

Figure S1.  Comparison of UFF with other selection methods on the Melanoma dataset. Jaccard scores of clustering results for 
different selection methods on the melanoma dataset. Tested methods include (A) UFF, (B) Variance, (C) Feature entropy, (D) 
Random selection and (E) All features. Error bars denote standard deviation across different k-means runsClustering of 54 samples of 
GBM Agilent G4502A_07_1.4.2.0 array, colors and shapes denote different clusters. Image displays projection on principal 
components 2-4 
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Figure S2.  Comparison of UFF with other selection methods on the HIV dataset. 
Jaccard scores of clustering results for different selection methods on the melanoma dataset. Tested methods include (A) UFF, (B) 
Variance, (C) Feature entropy, (D) Random selection and (E) All features. Error bars denote standard deviation across different k-
means runs 
 
  

 
Figure S3.  Comparison of UFF with other selection methods on the Hepatitis-C dataset. 
Jaccard scores of clustering results for different selection methods on the melanoma dataset. Tested methods include (A) UFF, (B) 
Variance, (C) Feature entropy, (D) Random selection and (E) All features. Error bars denote standard deviation across different k-
means runs 
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Part 2  

Chapter 5    

Extraction of Common Peptides (CPs) 

5.1 Introduction 

 

The analysis of protein sequences forms a valuable tool in protein function prediction. The primary 

method for sequence analysis is sequence similarity detection, typically implying homology, which 

may further imply structural and functional similarity. Many methods focus on pairwise or multiple 

sequence alignment [1], [2], [3], [4], [5]. Sequence alignment provides a distance metric that enables 

relating an un-annotated protein to a close annotated protein. Inter-protein distances may also be 

used for forming a vector of features describing the protein, which can then be exploited for the task 

of classifying them [6]. Other methods extract alternative features from protein sequences, including 

number count of different amino acids in the sequences (also termed AAC – Amino Acid 

Composition [7] ) or using the physico-chemical properties of the amino acids [8, 9]. 

Another alternative to the standard sequence alignment is the identification of sequence motifs. 

Properly chosen motifs are expected to focus mainly on key regions in the protein and thus reduce 

noise from other regions. These motifs can span a feature space in which proteins may be 

represented and compared. Conventional motif extraction approaches construct motifs in terms of 

position-specific weight matrices, or use hidden Markov models and Bayesian networks, hence are 

supervised to some extent [10, 11]. 

MEX is a motif extraction algorithm that serves as the basic unit of ADIOS [13], an unsupervised 

method for extraction of syntax from linguistic corpora. MEX extracts motifs from sequence data of 

proteins in an unsupervised manner, without requiring over-representation of its amino-acid motifs 

in the data set. MEX motifs are deterministic strings in contradistinction to position-specific weight 

matrices or regular expressions. Based on MEX extracted motifs, [12] have introduced a method for 

classifying enzymes based on Specific Peptides (SPs). 

In the SP method, motif extraction was carried out in an unsupervised fashion as a first step, 

followed by supervised selection from the resulting motifs according to their specificity to levels of 

the Enzyme Commission (EC) 4-level functional hierarchy.  

The extraction of Common Peptides (CPs) utilizes MEX in a different manner. Instead of applying 

MEX to all sequences in an unsupervised manner, we apply MEX in a supervised fashion to 
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individual families of proteins, which may be families of enzymes belonging to certain EC numbers. 

Further processing is applied to the resulting set of motifs, including selection of motifs containing 

more than 4 amino-acids and elimination of degeneracy by removing motifs that contain other 

motifs. This defines a set of Common Peptides (CPs) characterizing the protein family. As opposed 

to the Specific Peptide methodology, there is no requirement that the motifs will not be found in 

other protein families in the training set. The distribution of CPs in the protein family, however, is 

easily distinguished from the distribution outside the protein family which highly resembles a 

random model. This is exemplified in section 5.1.1. 

The protein family characterized by the set of CPs may be studied in several directions. The CPs 

constitute an inter-family conservation signal, often overlapping functional sites on the protein [14]. 

The first direction is to use the CPs to map important domains on the protein sequence which may 

have functional significance.  

A second direction is to use search methodology in order to decide whether a queried protein 

belongs to the same family, on the basis of the CPs amino acid coverage of a given protein sequence. 

This task has a clear advantage over sequence similarity methods in the arising field of 

metagenomics, where only segments of DNA are provided, rendering the use of sequence alignment 

doubtful. 

A third direction defines a feature space spanned by the CP list. Using this feature space, we reveal 

intra-family clusters, related to different functionality or evolutionary events during the development 

of the protein family. A final direction involves reconstruction of CPs on a given phylogenetic tree, 

tracking ancient genomic evolutionary events in the history of the protein family. 

We present and example of ThyA and ThyX enzymes in section 5.1.1 to demonstrate the CP 

framework. 

 

5.1.1 ThyA and ThyX: an example of CP methodology 

 

ThyA is the classic thymidylate synthase family. Organisms that lack thyA possess an alternative 

unrelated enzyme, thyX, performing the same function. A small number of organisms possess both 

thyA and thyX. We have analyzed data [15] containing thyA sequences from 298 species and thyX 

sequences from 136 species. Only 13 species have both enzymes. ThyX exists almost exclusively in 

Bacteria, while thyA reside in all kingdoms.  

MEX was applied to the thyA and thyX sequences, extracting for each type of enzyme its CPs. 313 

and 168 distinct CPs were obtained for thyA and thyX respectively, covering 297 and 133 sequences 

of the two types of data, i.e. occurring at least once on more than 98% of the data. Species lacking 
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CPs may have very divergent sequences from all other species. An especially interesting case is that 

of Bacillus thuringiensis, containing two thyA enzymes and lacking CPs. Other species lacking CPs 

of thyX enzymes are T. denitrificans, S. wolfei and M. thermoacetica. 

ThyA enzymes share a motif known as Prosite signature PS00091. This is a large motif, containing 

8-13 non-specified amino-acids in the middle. CPs of the thyA enzymes are found to cover each of 

the two parts of the Prosite motif separately. ThyX enzymes share the motif RHRX7S [17]. The 

RHR prefix of this motif exists on seven of the CPs of thyX. 

Figure 1 display an example of a thyX sequence of D. Discoideum and the list of CPs covering it. 

Nine CPs have hits on this sequence (shown in red).  Two pairs of CPs are overlapping on this 

sequence. Each member of these pairs can be found without its overlapping companion on other 

sequences. The amino acid coverage of this sequence is 45 (the number of red characters in figure 1). 

 
Figure 1. An example of a thyX sequence and the nine CPs covering it. The sequence is displayed in blue and the CPs hitting it are 

marked in red. 

5.1.1.1 Coverage by CPs 

 

We have studied the occurrence of CPs (number of hits) on enzyme sequences of the training set, 

and compared it to the occurrence of the same CPs on unrelated enzymes. Since CPs have not been 

selected according to specificity to a particular EC number, they may be found on sequences of 

enzymes whose function is unrelated to that of the family from which they were extracted. 

Nonetheless the occurrence distribution, as shown in figure 2, is very different. Figure 2 compares 

the distribution of thyX sequences, covered by various number of CPs. As displayed in figure 2, 

most of the thyX sequences have more than four CPs hitting them, where some have up to 31 CP 
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hits. In comparison, unrelated enzymes may have one CP hit, and rarely two hits. These numbers are 

consistent with a background random model, which randomly permutes the proteins and searches for 

matches of CPs on this permuted set. Within the family of proteins from which the CPs were 

extracted, one finds characteristically many CPs (average of 12 in the case of thyX) on the same 

sequence. Similar results are observed for thyA (not shown).  

 

 

 
Figure 2. Number of CPs observed on each of the thyX sequences (A), is compared with the observation on 

sequences from all other enzymes (B), and with that of a random model (C). All three cases are normalized to 

total area = 1. 

 

 

 

5.1.1.2 Biclustering of thyA and thyX 

 

We provide here an example of the feature space spanned by the CP list. Applying biclustering to the 

matrix of species vs CPs of the thyX enzyme we obtain the results displayed in figure 3 (for 

explanation of the bi-clustering algorithm, see section 6.4.5). A clear biclustering pattern can be 

observed, with some CPs being intermediaries (i.e. connecting) between two or three clusters of 

organisms. 

Next we apply the same procedure to the thyA data. The results, shown in figure 4, have completely 

different behavior: the clustering pattern of the thyX data is not observed in the thyA data, where 
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most species are contained in one large cluster. This may suggest that thyA evolved in a different 

way from thyX, e.g. thyA could have evolved from a single common ancestor protein, whereas thyX 

may have evolved from different origins. It is interesting to observe that the similarity of thyX 

sequences is much smaller than that of thyA ones (mean Smith-Waterman alignment e-value for 

thyA is 8.5e-6, while for thyX it is 0.007). 

 

 
Figure 3. Biclustering of the matrix of species (rows) vs CPs (columns)  of the thyX data 

 

 
Figure 4. Biclustering of the matrix of (rows) vs CPs (columns) of the thyA data. 
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While thyX species form CP-disjoint clusters, thyA species fail to form such disjoint clusters. It is 

interesting to note that these statements hold also for Mycobacterium and Corynebacterium families 

that contain both thyA and thyX enzymes: while their CPs for thyX belong to a disjoint set, their 

thyA CPs are shared amongst multiple species (not shown). 

Some of thyA and thyX species (72 of the former and 37 of the latter) appear in the tree of life (ToL) 

constructed in [16]. The tree of life is a tree connecting different species according to phylogenetic 

relationship of key genes that are common to all those represented. The CPs can be reconstructed on 

the tree and see if the inter-species relationships match that of the tree, based on sequence alignment. 

In addition, CPs connecting remote branches of the tree may point to lateral gene transfer (LGT) 

events. 

The same biclustering algorithm can be applied to species containing thyA and thyX that appear on 

the ToL. We compared the clusters found for thyX sequences existing on the tree with the positions 

of their species on the ToL [16]. The results are displayed in Figure 5. 

Most of the clusters correspond to species families or adjacent species on the ToL. There are three 

exceptions (clusters 1, 6 and 10) containing species which lie far apart on the ToL. The notably far 

species on cluster number 1 is D. Discoideum, the only Eukaryote known to contain thyX. The 

closeness in CP space suggests the occurrence of an LGT event between the Treponema family and 

D. Discoideum. This speculation is supported by the analysis of [15], who argued that  D. 

Discoideum and Treponema subtree share a close ancestor. Another example is in cluster 10, where 

D. vulgaris, C. perfringens, G. sulfurreducens and B. cereus share CP space similarity, although far 

apart on the tree. This is also supported by [15], where they show homologous LGT between the 

Clostridia and delta-proteobacteria groups and proximity of all four species on their constructed 

phylogenetic tree.  

Interesting results are also obtained on species containing thyA that appear on the ToL (figure not 

shown). While vertebrates cluster together, other eukaryotes appear in different clusters, sharing no 

or few CPs with the vertebrates (e.g. C. elegans, D. melanogaster and S. cerevisiae are on one 

disjoint cluster and O. sativa and A. thaliana on another).  
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Figure 5. Location of the thyX species on the ToL (y-axis) as a function of the location calculated according to the bi-clustering 
algorithm. The analyzed species are a subset of the ones in figure 3, because many of the latter were not included in the ToL. 
Rectangles denote clusters. 
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Chapter 6    

Common peptides shed light on evolution of Olfactor y Receptors 8 

6.1 Background  

 

Odor recognition in vertebrates is mediated by a large superfamily of olfactory receptor (OR) genes, 

G-protein coupled receptors (GPCRs) with seven trans-membrane domains [1], [2]. Whole genome 

studies discovered hundreds of intact ORs in the vertebrate genome, ranging in size from ~100 in 

fishes to ~1000 in mouse [3-6]. 

A recent study of OR evolutionary dynamics indicated the existence of nine ancestral genes common 

to fish and tetrapods, of which only two are found in birds and mammals. Specifically one of these, 

known as Class II, has expanded enormously in mammals [7]. Several studies have applied 

computational sequence analysis and phylogeny methods to study the evolution of the OR repertoire 

in vertebrates [7, 8]. One of these studies [9] used motifs to analyze human and mouse OR 

repertoires, focusing on classification of the motifs into classes and classification of the ORs using 

these motifs as features. 

We adopt a different motif-based approach that extracts deterministic motifs, i.e. peptides, and 

explores their appearance along OR evolution. We apply the motif extraction algorithm MEX [10], 

the efficacy of which has been previously demonstrated in the study of enzymes [11] , to 4027 OR 

sequences of 10 vertebrates. A short explanation of MEX is also provided in the Methods section. 

The union of all motifs leads to a list of 2717 MEX-derived peptides, to be referred to as Common 

Peptides (CPs). These motifs can be mapped onto specific locations on the seven trans-membrane 

domains.  

Following CP occurrences on ORs of different species we can trace the development of these 

domains with evolution. Using the Tree of Life, we perform an ancestral reconstruction of CPs and 

determine their evolutionary ages.  

For each species we perform biclustering of the matrix of CP occurrences on ORs. Choosing CP 

groups according to their evolutionary age we get different clustering patterns. 

The use of CPs for studying OR sequences enables us to explore different aspects regarding OR 

evolution than those uncovered by phylogenetic methods. It also enables us to uncover some fine 

                                                
8 Based on the paper Common peptides shed light on evolution of Olfactory Receptors, Assaf Gottlieb, Tsviya Olender, 

Doron Lancet and David Horn, BMC Evolutionary Biology 2009, 9:91. 
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details of OR groups that were previously studied using regular-expression motifs, due to the 

deterministic nature of our motifs (see also [12]).  

6.2 Results  

6.2.1 CP mapping on the Tree of Life 

We used 4027 OR sequences representing the complete intact OR repertoires in 10 vertebrates 

(Table 1). We extracted a list of CPs by applying MEX to OR sequences of each species 

individually, followed by a unification procedure to remove redundancy (see Methods for a detailed 

description).  

All CPs are tested for their occurrence on all ORs, irrespective of which species lead to their 

extraction. We define species-specific CPs as CPs observed only in one species. 

On average an OR is matched by 48 CPs, covering 147 amino acids on its sequence. Some CPs 

partially overlap with one another. The total number of CPs found in sequences of one species 

(column 3 in Table 1) is highly correlated (Pearson correlation = 0.9) with the number of ORs per 

species (column 2 in Table 1).  

 
 
Table 1. Distribution of 3983 OR sequences, total CPs and species-specific CPs according to species 

 

Species Number 

of ORs 

Number 

of 

observed 

CPs 

Number of 

species-

specific CPs 

Percentage of 

species-specific 

CPs 

Pufferfish 44 193 11 5.7% 

Zebrafish 97 352 60 17.0% 

Frog 409 1179 143 12.1% 

Lizard 120 945 17 1.8% 

Chicken 78 644 15 2.3% 

Platypus 250 1406 26 1.8% 

Opossum 846 2030 48 2.4% 

Dog 814 2083 40 1.9% 

Mouse 978 2179 66 3.0% 

Human 391 1889 8 0.4% 
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The percentage of species-specific CPs is particularly high in fish and frog (although less than 6% of 

the pufferfish CPs are pufferfish-specific, the percentage of fish-specific, including both fish, is 

18%). The percentage of species-specific CPs drops significantly to an average of 2% in other 

species, with human having the smallest amount of species-specific CPs. This finding might be 

attributed to the difference between aquatic environment, characteristic of fish and the amphibian frog 

X. tropicalis that remains aquatic also in its adult life (see [13] and [14]), and terrestrial 

environments characteristic of the other species: presumably  CPs were lost  -  together with their 

ORs (groups � , � , �  and �  in [7])– in terrestrial species that have developed later. 

We evaluate the emergence and loss of CPs on a commonly accepted tree of life representation 

(figure 1), using the parsimony method (see details on the chosen method and other tested ancestral 

reconstruction methods in the Methods section).  

We identify "novel CPs" as those that exist in the current ancestor/species but did not exist in 

previous ancestors, and "lost CPs" as those that do not exist in the current ancestor/species but did 

exist in the previous ancestor. CPs that date back to previous ancestors are referred to as “conserved 

CPs”. 

The analysis detects one major addition of novel CPs in the ancestor of tetrapods, A2. Judging by 

[15] the branch length between A1 and A3 is about the same as that between A3 to A6. 47% of the 

CPs at A6 are novel with regard to A3. This should be compared with the fact that 75% of CPs at A3 

are novel with regard to A1. We thus may conclude that the main expansion of OR CPs has taken 

place at, or before, A3.  

Reptiles have suffered major losses of CPs, a trend that was further increased in chicken. Another 

major loss occurred in pufferfish.  

Interestingly, while humans lost more than half of their ORs relative to other mammals, they lost 

only 11% of the CPs existing in A6. This suggests that some redundancy in mammalian ORs has 

been removed by OR pseudogenization in human. This result is surprising considering the fact that 

the human intact OR repertoire contains much less subfamilies relative to other mammals (according 

to HORDE classification system [16]). For example, there are 242 and 227 subfamilies in mouse and 

dog respectively, but only 175 subfamilies in human. Investigating subfamilies of mouse and  
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Figure 1. CP reconstruction on the tree of life. Number of CPs occurring in each species and parsimoniously estimated number of CPs 
occurring in each ancestor (in ellipses). Numbers in brackets indicate the percentage of novel CPs relative to the total number of CPs 
in the current node (+ sign) and the percentage of lost CPs relative to the total number of CPs in the previous node (- sign). Over 20% 
gains are colored green and lost are colored red. Ancestor names are enumerated from the most recent ancestor of fish and tetrapods 
(A1) to pufferfish and zebrafish ancestor (A8). As an example, zebrafish contains 97 novel CPs, which constitute 28% out of its 352 
CPs. It also lost 57 CPs, which occurred in its ancestor, which constitute 18% of the CPs existing in A8. 
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dog ORs that are not matched by human subfamilies, we nonetheless find many of their CPs (68% of 

mouse CPs and 35% of dog CPs) elsewhere in. other human subfamilies. In other words, according 

to the CP perspective the similarity between human and mouse or dog is larger than observed by the 

sequence similarity which is the basis of the subfamily classifications. [17] hypothesize that the 

reduced sense of smell in human could correlate with the loss of functional genes. The high co-

occurrences of CPs in functional human, mouse and dog genes hints, however, that the reduction of 

the human OR repertoire may not necessarily cause loss of functionality. 

6.2.2 CPs that make a difference 

The CP method extracts CPs that bear statistical significance. It is reasonable to assume that some of 

them also have biological significance. We first looked for CPs that differentiate between water-

dwelling species (i.e. pufferfish, zebrafish and possibly frog) and purely terrestrial species. We find 

10 CPs that exist in fish (one of them occurs also in frog) but not in any other land-dwelling species. 

Similarly, we find 44 CPs which are terrestrial specific (none of them exist in frog). Of special 

interest are CPs that reside in the outer region of the membrane (extracellular loops and the external 

half of the transmembrane domains). Such CPs might participate in ligand binding. Table 2 lists the 

CPs residing only in water-dwelling species. CPs that potentially play part in ligand binding are 

marked. Of particular interest is the CP "RLPLCG", which resides on the extracellular loop 2 and 

contains a Cysteine, possibly crosslinking with another Cysteine on the ORs.   

Table 3 lists the CPs residing only in terrestrial species. CPs that potentially play part in ligand 

binding are marked. More than 2/3 of these CPs occur in ORs that belong predominantly (more than 

40% of the total OR occurrences) to one HORDE family. 

 
Table 2. CPs specific to water-dwelling species. CPs facing the extracellular side of the membrane are in bold. 

 

CP Domain  
# of 

occurrences  

RYILF TM2 15 

YGATGFYP TM2 6 

AGFFPR TM2 11 

LAYDRL IL2 9 

YHSVM IL2 10 

RLPLCG *  EL2 17 

KFMQTC IL3 8 

ALKTC IL3 16 

QTCVPH IL3 16 

PPILNPL TM7 13 
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Domains start from the N-terminal (N), through Transmembrane domains 1-7 (TM1-TM7), Intracellular loops (IL1-IL3) and extracellular loops (EL1-
EL3) and end in the C-terminal (C) 

* - appears also in frog 

 
Table 3. CPs specific to land-dwelling species. CPs facing the extracellular side of the membrane are in bold. 
 

CP Domain  

# of 

occurrences  

NHTTV N 30 

QVLLF TM1 53 

TLMGN TM1 89 

GNLGM TM1 211 

LGNGTIL TM1 20 

NLGMI TM1 181 

FLSSLS TM2 53 

VDICF TM2 71 

CFSSV TM2 59 

GVTEF TM2 55 

TVPKS TM2 39 

TTTVP TM2 64 

PKMIAD TM2 19 

MLVNF TM2 153 

LPRML TM2 39 

KVISF EL1 85 

ISFTGC EL1 45 

GCATQ TM3 117 

SYSGC TM3 47 

AQLFF TM3 107 

LVAMA TM3 122 

NPLLY IL2 349 

PLHYL IL2 110 

PLLYP TM4 68 

SWLGG TM4 54 

GLFVA EL2 60 

YTVIL TM5 50 

SYGLI TM5 34 

LAVVTL TM5 23 

ILRIR IL3 142 

LRIRS IL3 159 

RKALS IL3 161 

LLFMY TM6 61 
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LFFGP TM6 133 

AYLKP  TM6 54 

TYIRP TM6 29 

YLRPSS TM6 50 

IYARP TM6 49 

VALFY TM6 50 

RPSSS TM6 86 

LFYTI TM7 115 

EVKGA C 108 

GALRR C 65 

AMRKL C 61 

Domains are the same as in table 2. 

 

6.2.3 GPCR remote homologies 

ORs are part of a larger protein superfamily of G-Protein Coupled Receptors (GPCRs). We searched 

967 chicken, human and mouse non-OR GPCRs taken from [18] and [19] and found 526 of the OR 

CPs to appear in this dataset (figure 2). The number of CP occurrences (hits) on an OR is easily 

distinguishable from other GPCRs. The number of CP hits on non-OR GPCRs exceeds that of a 

random model, from which one expects to observe at most one or two CP hits. Our observation of up 

to 6 CP hits for some non-OR GPCRs indicates an ancestral relation between ORs and some non-OR 

GPCRs, i.e. remote homology (see histograms S6-S9 in Additional file 1] and explanation of the 

random model in the Methods section). 

Figures S1 and S2 are histograms of the same kind for chicken and mouse respectively. 

In figures S3-S5 we study the loci of OR CPs on non-OR GPCRs in chicken and mammals 

respectively. Sharp peaks in mammals correspond to  known motifs [20].  No sharp peaks are 

observed in chicken. 
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Figure 2. CP occurrences on human GPCRs. The number of CP occurrences (hits) for each of the 391 human ORs (ordered by 
HORDE) and, followed by 400 human non-OR GPCRs (ordered by [14]).  

6.2.4 Locations of CPs on the OR sequence 

We investigate the locations of the CPs along the 7 trans-membrane (TM) domains. The resulting 

histograms are compared with conservation loci of single amino-acids [21]. Locations are 

determined relative to a highly curated multiple alignment of human and mouse ORs. The histogram 

in figure 3 displays the relative coverage by CPs of each position along the OR chain (see Methods 

section 3.4 for a description of normalization of positions between ORs). Highly conserved positions 

of amino-acids, as deduced  by [21] from mouse and dog data, are indicated by red coloring of the 

histogram on 65 positions. 
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Figure 3. CP coverage of positions along the OR sequence. Positions start from the N-terminal (N), through Transmembrane domains 
1-7 (T1-T7), Intracellular loops (I1-I3) and extracellular loops (E1-E3) and end in the C-terminal (C). 65 known highly-conserved 
positions are indicated by red. 

Figure 4 shows the CP position coverage for four species. Figures displaying all CP positions for 

these three species, all other species, assessed ancestor CPs, novel and lost CPs, are provided in 

(figures S10-S15) [see Additional file 1]. 

Figure 4 indicates four regions which are highly populated with CPs along all vertebrate evolution. 

These regions are marked using a threshold drawn at 60% sequence population in zebrafish, 

displayed in figure 4B. All four regions reside in the interface between the transmembrane domains 

and the intracellular regions (IL1-3 and the C-terminal). These regions may be connected to 

structural constraints in the interface that binds the G-proteins. Figures displaying OR coverage by 

position for all other species ranging from frog to human look very similar (figures S10, S11 [see 

Additional file 1]). We observe that CPs within some regions have developed much higher coverage 

only in tetrapods. These regions are marked in figure 4D. They are: the end of the N-terminal, the 

interface between extracellular loop 1 (EL1) and TM1 and TM2 and the middle of extracellular loop 

2 (EL2). Most of the newly emerged regions are facing the extracellular side of the membrane. This 

imposes structural constraints on the regions connected to odorant binding and might be specific to 

airborne odorants. 

 

 



�� 

 

 

 

 

 

 

 

 

Figure 4. CP coverage of positions along the OR sequence for selected species. CPs coverage of positions along the OR sequence for 

pufferfish (A), zebrafish (B), Frog (C) and Human (D). Thresholds mark the regions that are common to all ten species (B) and new to 

vertebrates (D). Positions are the same as in Figure 3. 

6.2.5 CP-space reveals internal clusters 

Using biclustering, we obtain simultaneous co-occurrences of ORs and CPs for each species. This 

provides a powerful visualization and allows the study of evolutionary trends across species. Details 

of the biclustering algorithm and its application are found in the Methods section. 

We perform the analysis using different sets of CPs characterized by their evolutionary ages.  

First, we apply the procedure to zebrafish ORs, represented either by the conserved CPs, i.e. CPs 

shared with tetrapods (A1) or by zebrafish novel CPs (see figure 1 for reference). There are only 

nine CPs novel to A8 (the common ancestor of zebrafish and pufferfish) hence they are not used in 
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the clustering analysis. The results are displayed in figure 5. We identify an interesting pattern in this 

figure. Zebrafish novel CPs form almost disjoint biclusters, while OR clusters based on conserved 

CPs (CPs originating high in the tree) tend to share CPs (figure. 5A). Conserved CPs cover almost 

all ORs (seven ORs did not pass the threshold of minimal CP number specified in the Methods 

section). Novel CPs cover only half of the ORs. 

We identify ten clusters in zebrafish using ancestral (A1) CPs and six using zebrafish-novel CPs. 

Each of the latter six clusters matches one of the former clusters. The detailed cluster assignments 

are displayed in the supplementary material [see Additional file 1]. 

Novel CPs emerge from speciation and duplication events occurring after the split of fish from A1. 

We find 10 ORs that do not have any novel CPs in zebrafish and fish common ancestor (A8). This 

can serve as a first estimate of the number of ORs that existed in A1. They reside in the OR clusters 

indicated by red circles in Figure 5A. 

Classification of  zebrafish ORs into groups has been studied by [7] and [22]. Both found eight 

groups with different OR membership (four groups of [7] and one of [22] contain only one OR 

each). Biclusters of novel CPs (Figure 5B) map perfectly to some groups (groups � , �   and �  of [7]), 

where some groups are further split to reveal finer details (e.g. groups �  and �  of [7]  and group E of 

[22] are split into two biclusters). The 10 ORs which contain no novel CPs have members only from  

groups � , �  and �  of [7]. For mapping between our clusters, and the groups of [7] and [22], see 

additional files 2, 3 and 4. 

Figure 5. Biclustering results of Zebrafish. Y-axis corresponds to ORs and X-axis to (A) A1 (root ancestor) CPs and (B) zebrafish 

novel CPs. Circled clusters in (A) have no corresponding biclusters of novel CPs in B. 
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The biclustering algorithm allows us also to differentiate between the different zebrafish clusters. 

The assumption is that OR clusters which relate to recent ancestry might also bear functional 

similarity. While some of the CPs that differentiate between the OR clusters are conserved remnants 

of duplication events, other CPs represent segments of these ORs that might contribute to a common 

functionality of the OR cluster. A table of the CPs of each cluster is provided [see Additional file 5]. 

Pufferfish has few novel CPs. Biclusters formed using CPs belonging to A1 look similar to the ones 

displayed in Figure 5A. The biclustering of pufferfish appears in figure S16 [see Additional file 1]. 

Figure 6 displays biclustering results of frog. Three sets of CPs are being used, those novel to A1, 

novel to the tetrapods' ancestor (A2) and novel to frog. Ancestral CPs form noisy clusters, while CPs 

novel to frog form almost disjoint clusters, similar to the zebrafish biclusters. As in zebrafish, the 

number of ORs covered by CPs drops with the age of the CP (i.e. the node in the ToL where it first 

appears). We identify nine clusters using CPs novel to frog. They map almost perfectly to clusters 

identified using either novel CPs of A1 or A2 [see Additional file 3]. 

Unlike zebrafish clusters, not all the A1 and A2 conserved CPs form identifiable biclusters. This 

suggests that they have been subjected to a higher mutation rate than observed in zebrafish, which 

may relate to the appearance of class II ORs in frog [23]. The clusters in figure 6c relate to the 

groups �  and �  of  [7], [see Additional file 4].  

Chicken and lizard have too few novel A3 and A7 CPs, to construct biclusters. The novel CPs of 

chicken form one big cluster, while novel CPs of lizard form small disjoint clusters. Novel CPs to 

A1 and A2 also show difference between chicken and lizard. While the former reveals a robust big 

cluster, the latter show no clusters at all. This implies large number of recent duplications in chicken. 

The biclustering of chicken and lizard appear in figures S17-S18 [see Additional file 1]. 

Biclusters in mammals are displayed in figures S19-S23 [see Additional file 1]. Biclusters are 

significant for CPs novel to A3- A6. They can be mapped to class I (fish-like) and class II 

(mammals-like) ORs, and to families of the Human Olfactory Receptor Data Explorer (HORDE). 

The mapping appears in Additional files 6, 7, 8, 9, 10, 11 and 12. 
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Figure 6. Biclustering results of Frog. Y-axis corresponds to ORs and X-axis to CPs novel to A1 (A), to A2 (B) and CPs novel to frog 

(C). 

6.2.6 Novel CPs and mammalian families 

Figure 7 shows the correspondence between mammalian CPs and the classification of the OR 

superfamily into families, using the HORDE classification system [16]. Class II (families 1-13) ORs 

contain predominantly CPs of A2. In contrast, class I (families 51, 52 and 56) ORs have equal 

distribution of novel CPs from A1 and A2. We also observe that family 3 almost ceased to evolve 

after A2 and families 9 and 11 stopped evolving after A3. 

Figure 7. Distribution of CP age, novel to A1- A5 ancestors for each mammalian HORDE family. X-axis corresponds to family 

number. Color scale corresponds to percentage from the total number of CPs of each family, ranging from 0 (white) to 1 (black). 

 

6.3 Discussion & Conclusions  

 

We use CPs extracted by MEX (Motif Extraction algorithm) to study evolutionary processes in 

olfactory receptors. Such conserved CPs are known to have biological importance [24] and are 

expected to play structural and functional roles in olfactory receptors. Having extracted such CPs 
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from ten species, we use evolutionary constraints to further employ the extracted CPs in making 

sense of the complex relationships of ORs of different species with one another. 

The evolutionary perspective is obtained by applying the parsimony principle to a tree-of-life 

accommodating the studied species. It allows us to construct an ancestral phyletic pattern of the 

presence or absence of CPs in internal nodes of the tree. Using this construction, we show that the 

number of species-specific CPs is relatively high in fish and frog, but remains fixed in terrestrial 

species. The species-specific CPs in the aquatic species might be related to ORs detecting water-

soluble odorants. We observe a major emergence of CPs in the ancestor of tetrapods and major 

losses of CPs in pufferfish and in chicken. A surprising result stemming from this mapping is that 

although humans lost half of the intact mammalian ORs, they lost only 11% of the conserved CPs, 

suggesting a controlled process of loss of redundant ORs. In other words, the potential odorant 

recognition of humans may have suffered only a minor damage by the severe diminution of their OR 

repertoire. 

CPs that differentiate between water-dwelling species and terrestrial species have potential 

biological significance and are candidates for further biochemical studies. 

We show that some of the OR-extracted CPs exist in the general GPCR population, demonstrating 

the ancient origin of ORs and several other GPCRs. 

The fact that the OR history stretches back to fish was made by  [7] who claimed that 85%-90% of 

frog, chicken, mouse and human OR repertoires was constructed from duplication of a single fish 

OR of group � , Dr3OR5.4. One or more of these 35 fish group �  CPs are also observed in 98% of the 

tetrapod ORs. This is larger than the coverage observed for CPs in any other fish ORs. These 35 CPs 

are also almost exclusively located in the five most conserved positions in figure 3 (boundary 

between IL1 and TM2, boundary between IL2 and TM3, middle of EL2, boundary between IL3 and 

TM6 and TM7). We point out, however, that major changes have occurred in other nodes of 

evolutionary history. By studying loci of CPs we identify two regions that show high CP coverage 

starting from tetrapods: the N-terminal and the middle of the second extracellular loop. This might 

imply that these regions are important for the adaptation of ORs to airborne odorants. 

Gene multiplication events are most naturally exhibited by the existence of clusters of ORs. Using 

the evolutionary separation into novel and conserved CPs, we are able to demonstrate clean OR 

clusters. This is done by applying a biclustering algorithm to matrices associating CPs with ORs 

within species: clean clusters emerge when novel CPs are being employed. Results vary with 

increasing evolutionary age of the species in question. Our biclustering results of the species studied 

by [7], [22] (zebrafish, frog and chicken) generally support their phylogenetic models, but provide 

finer OR grouping and a cleaner selection of the responsible ancestor (where CP formation has 
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occurred). Finally, we are able to use the CP analysis to provide developmental details of OR 

families of the Human Olfactory Receptor Data Explorer (HORDE). 

 

6.4 Methods 

6.4.1 Data 

For the described study we selected a set of 4027 intact olfactory receptors (ORs) from ten vertebrate 

species including pufferfish (Takifugu rubripes), zebrafish (Danio rerio), frog (Xenopus tropicalis), 

chicken (Gallus gallus), lizard (Anolis carolinensis), platypus (Ornithorhynchus anatinus), opossum 

(Monodelphis domestica), dog (Canis familiaris), mouse (Mus musculus) and human (Homo 

sapiens).  

All mammalian, chicken and lizard OR sequences are available at the HORDE [16]. OR sequences 

of fish and frog were taken from the study of [7]. Lizard and Platypus ORs appear in [25]. The 

number of ORs for each species is listed in Table 1. 

967 chicken, human and mouse non-OR GPCRs were taken from [18] and [19]. 

6.4.2 MEX algorithm 

MEX is a motif extraction algorithm introduced by [10] as part of a method for grammar induction 

from texts and was later used on proteins [11]. Given a set of proteins, they are represented as 

different paths over a graph that consists of 20 vertices, corresponding to the 'alphabet' of 20 amino-

acids. MEX proceeds by looking for convergence of many paths onto strings of amino-acids, and the 

subsequent divergence from such strings. The latter are defined as motifs if both convergence and 

divergence obey some statistical conditions. These conditions are imposed on context-dependent 

variable-order Markov chains that are constructed out of the data-paths. The algorithm has two 

parameters, �  and � , specifying the amount of convergence/divergence and its statistical significance 

given the number of paths involved in the process. More information can be found on the website 

[26]. 

In the present analysis we ran MEX on the proteins of each species separately, using the parameter 

values � =0.9 and � =0.01. We restricted ourselves to peptides of length 5 amino-acids or more and 

appearing in at least 4 ORs. These peptides were merged into one list, where duplicates and peptides 

containing other peptides were removed. The resulting non-redundant list contains 2717 Common 

Peptides (CPs). Each of the CPs was then searched on the ORs of all species. CPs that appear only in 

the ORs of one of the studied species are defined to be species-specific. 
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6.4.3 Fitting CPs to the tree of life and phylogene tic analysis 

We used the tree of life web project, available at [27] to construct the relationships between the 

species. The relations between the species  is consistent with the tree of life of [15] . Dog, Mouse 

and Human were put under one common ancestor according to the tree of life web project, although 

there are other possible ancestral orders based on different set of genes (see also[28], [29]-[30]). 

Trying other arrangements for Dog, Mouse and Human did not alter the derived conclusions. The 

assessment of CP origins uses the Wagner parsimony, as implemented by the Phylogeny Inference 

Package computer programs PHYLIP. Similar results are also obtained by Dollo parsimony.  

Since some CPs differ by only one amino acid from others, we have also checked whether loss and 

gain of a CP on any internal node corresponds to a mutation of a single amino-acid (interpreted as a 

loss of the CP) into another amino-acid (interpreted as a gain of a CP). We have found that the 

number of such events is negligible (1 such event in an ancestral node on average and 7 on average 

in the species, occurring mainly in chicken and lizard). 

Following Parsimony estimation, each internal node A1-A8, and each species, has a list of CPs 

associated with it. We identify "novel CPs" as those that exist in the current ancestor/species but did 

not exist in previous ancestors and "lost CPs" are defined as those that exist in the current 

ancestor/species but did exist in the previous ancestor. CPs that date back to previous ancestors are 

referred to as “conserved CPs”. 

6.4.4 Normalizing CP positions 

Each CP contains a set of positions relative to the start of each OR. Due to variable N-Terminal 

length and gaps, we needed to normalize the different positions of each CP appearing in different 

ORs. We normalized the OR relative positions using ClustalW2 (available at [31]). We first aligned 

the five sequences used in [32] to construct a profile (replacing MOR257-1 that was not available in 

our set with MOR257-10). Each OR was then aligned to this profile. 

6.4.5 Biclustering 

Biclustering is performed on the ORs of each species, using subsets of CPs, each subset 

corresponding to a different origin on the tree of life. Each OR is represented by a binary vector that 

signifies the existence or non-existence of each of the CPs on its sequence. In order to clear noise, 

we first removed all ORs having less than 5 CPs from the relevant tree of life node. We then 

removed CPs that appear in less than 5 ORs from the remaining set. ORs left with no CPs after the 

previous removal were also removed. We used a bipartite spectral graph partitioning algorithm of 

[33]. Initially designed for documents and words, this bi-clustering algorithm handles sparse data 
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well. This algorithm produces biclusters of ORs and CPs. We augmented the algorithm to produce 

good biclusters' images. This was achieved by applying single linkage hierarchical algorithm for 

each produced bicluster and sorting each bicluster according to the hierarchical clustering, thus 

handling less homogenous clusters better. This augmentation of the algorithm does not alter the 

assignment of ORs and CPs to biclusters, but merely provides better visualization of the biclusters. 
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6.6 Supplementary Material 

 

Supplementary Tables and figures are also found in http://adios.tau.ac.il/ORPS/ and in 

http://www.biomedcentral.com/1471-2148/9/91/additional/ 

6.6.1 GPCR remote homologies 
 

 
Figure S1. The number of CP occurrences (hits) for each of the chicken 229 intact and pseudogene ORs and 281 non-
OR GPCR from [1] 
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Figure S2. The number of CP occurrences (hits) for each of the mouse 978 intact ORs and 386 non-OR GPCR from [2]. 

 

 
 
Figure S3. CP coverage of amino acid positions along chicken non-OR GPCR sequences. The positions are shown up to 
500 amino-acids for clarity. 
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Figure S4. CP coverage of amino acid positions along mouse non-OR GPCR sequences. The positions are shown up to 
400 amino-acids for clarity. 
 
 

 
 
Figure S5. CP coverage of amino acid positions along mouse non-OR GPCR sequences. The positions are shown up to 
400 amino-acids for clarity. 
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Figure S6. Histogram of the percent of chicken non-OR GPCRs as a function of the number of CPs occurring in them. 
 
 

 
 
Figure S7. Histogram of the percent of mouse non-OR GPCRs as a function of the number of CPs occurring in them. 
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Figure S8. Histogram of the percent of human non-OR GPCRs as a function of the number of CPs occurring in them. 
 

 
Figure S9. Histogram of the percent of human and mouse randomly permuted non-OR GPCRs as a function of the 
number of CPs occurring in them. 
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6.6.2 Locations of CPs on the OR sequence 
 
 

 
 
 
Figure S10. Coverage of ORs by CPs as a function of positions along the OR sequence for Pufferfish (A), Zebrafish (B), 
Frog (C), Lizard (D) and Chicken (E). Positions start from the N-terminal (N), through Transmembrane domains 1-7 
(T1-T7), Intracellular loops (I1-I3) and extracellular loops (E1-E3), ending with the C-terminal (C).  
 

 
 
Figure S11. Coverage of ORs by CPs as a function of positions along the OR sequence for Platypus (A), Opossum (B), 
Dog (C), Mouse (D) and Human (E). Positions are ordered using the same coordinates as in Figure S10. 
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Figure S12. Coverage of ORs by CPs as a function of positions along the OR sequence for novel CPs of  Pufferfish (A), 
Zebrafish (B), Frog (C), Lizard (D) and Chicken (E).  Positions are ordered using the same coordinates as in Figure S10.  
 

 
 
Figure S13. Coverage of ORs by CPs as a function of positions along the OR sequence for novel CPs of Platypus (A), 
Opossum (B), Dog (C), Mouse (D) and Human (E). Positions are ordered using the same coordinates as in Figure S10 
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Figure S14. Coverage of ORs by CPs as a function of positions along the OR sequence for CPs lost in  Pufferfish (A), 
Zebrafish (B), Frog (C), Lizard (D) and Chicken (E). Positions are calculated over all ORs other than the specific species 
and ordered using the same coordinates as in Figure S10.  
 

 
 
Figure S15. Coverage of ORs by CPs as a function of positions along the OR sequence for CPs lost in Platypus (A), 
Opossum (B), Dog (C), Mouse (D) and Human (E). Positions are calculated over all ORs other than the specific species 
and ordered using the same coordinates as in Figure S10 
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6.6.3 CP-space reveals internal clusters 
 

 
 
Figure S16. Biclustering results of Pufferfish. Y-axis corresponds to chicken ORs and X-axis to CPs novel to pufferfish. 
 

 
 

Figure S17. Biclustering results of Chicken. Y-axis corresponds to chicken ORs and X-axis to CPs novel to the MRCA 
of fish and tetrapods (A), tetrapods ancestor (B), amniotes ancestor (C) and CPs novel to chicken (D). 
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Figure S18. Biclustering results of Lizard. Y-axis corresponds to lizard ORs and X-axis to CPs novel to the MRCA of 
fish and tetrapods (A), ancestor of tetrapods (B) and CPs novel to lizard (C). 
 
 

 
 
Figure S19. Biclustering results of Platypus. Y-axis corresponds to platypus ORs and X-axis to CPs novel to MRCA of 
fish and tetrapods (A), ancestor of tetrapods (B), ancestor of amniotes (C) and ancestor of mammals (D) CPs. 
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Figure S20. Biclustering results of Opossum. Y-axis corresponds to opossum ORs and X-axis to CPs novel to MRCA of 
fish and tetrapods (A), ancestor of tetrapods (B), ancestor of amniotes (C), ancestor of mammals (D) and ancestor of 
marsupials (E). 
 

 
 

Figure S21. Biclustering results of Dog. Y-axis corresponds to dog ORs and X-axis to CPs novel to MRCA of fish and 
tetrapods (A), ancestor of tetrapods (B), ancestor of amniotes (C), ancestor of mammals (D), ancestor of marsupials (E) 
and ancestor of  eutherians (F). 
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Figure S22. Biclustering results of Mouse Y-axis corresponds to mouse ORs and X-axis to CPs novel to MRCA of fish 
and tetrapods (A), ancestor of tetrapods (B), ancestor of amniotes (C), ancestor of mammals (D), ancestor of marsupials 
(E) and CPs novel to mouse (F). 
 

 
 

Figure S23. Biclustering results of Human. Y-axis corresponds to human ORs and X-axis to CPs novel to MRCA of fish 
and tetrapods (A), ancestor of tetrapods (B), ancestor of amniotes (C), ancestor of mammals (D) and ancestor of 
marsupials (E). 
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Chapter 7    

Analysis of aminoacyl tRNA synthetases using Common  Peptides  9 

7.1 Introduction  

The aminoacyl-tRNA synthetases (aaRSs)  are key participants in the translation mechanism of the 

cell, catalyzing the esterification of specific amino acids and their corresponding tRNAs. They have 

drawn attention in recent years due to their crucial function. Extensive study [1, 2, 3 , 4]  has been 

done on their structure in order to understand the exact mechanism by which they operate. Their key 

role in the heart of the translation process and their connection to the genetic code make them natural 

candidates for  evolutionary studies, aiming to pinpoint the way translation has started in the 

hypothesized primitive cell and the way it evolved to the current stage [5, 6]. The aaRS fall into two 

classes based on the topology of their ATP binding domains. 

We study the aaRS families by using the Common Peptides (CPs) methodology, which has been 

successfully employed for olfactory receptors [7]. CPs are extracted by applying the Motif 

Extraction algorithm (MEX) [8, 9] to each of the aaRS families. Their lists are then combined to 

provide a unified CP list, which forms our system of reference. Representing aaRS sequences in this 

CP space, we compare different aaRS families and track evolutionary relations between them. We 

put special emphasis on uncovering relationships between mitochondria and the three kingdoms of 

life. We find novel class-determining signature CPs, possibly bearing functional roles. We indicate 

the most ancient CPs, based on the reconstruction of the CPs on the tree of life (ToL) and show that 

abundant CPs have functional importance by showing that most of them occupy  known catalytic 

and binding sites on PDB, while some others have undetermined functionality.  

In essence, we provide a novel perspective, regarding aaRS families through the use of CPs, and 

point out novel CPs that may reside on functional locations. 

  

7.2 Methods  

7.2.1 Data 

We analyze 5406 sequences belonging to 22 different enzyme families of aminoacyl tRNA 

synthetases corresponding to Enzyme Commision (EC) number 6.1.1.x  from Enzyme and UniProt 

                                                
9 Based on the paper Analysis of aminoacyl tRNA synthetases using Common Peptides, Assaf Gottlieb, Milana Frenkel-

Morgenstern, Mark Safro, David Horn, in  preparation. 
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databases. Table 1 lists the different aaRSs and number of sequences in each. 6.1.1.x family, 

including synthetases of the 20 common amino acids (AA), along with the uncommon pyrrolysine 

and O-phosphoseryl-tRNA ligase (SepRS). 

biotin-[acetyl-CoA carboxylase] synthetase (birA) sequences were also studied because of their 

similarity to aaRSs. 1664 birA sequences were downloaded from UniProt.  

 

7.2.2 Method of Common Peptides 

The data downloaded from Enzyme database contains some almost identical sequences, belonging 

either to very close species or different strains of the same species. In order not to identify Common 

Peptides (CPs) that are common only in the sense that they exist mainly on these near-identical 

sequences, we used single linkage clustering with a threshold of 90% sequence identity to filter these 

groups, keeping only their central representatives (defined in terms of average closeness to other 

cluster members). The remaining sequences thus represent a ‘non-redundant set’ of the Enzyme 

database within EC 6.1.1. 

We followed a procedure similar to [7]. This procedure starts by applying the unsupervised Motif 

EXtraction algorithm (MEX) [8], [10] to each of the 22 non-redundant sets of enzyme sequences, 

thus leading to.22 separate sets of Common Peptides (CPs), of length 5 amino-acids or more. The 

separate lists of CPs are then unified, removing redundancy from the unified list by removing CPs 

containing smaller CPs. The unified list contains 10612 CPs. Finally, all 10612 CPs are searched on 

all aaRS sequences (including aaRSs where the CP was not extracted by MEX). We thus end up with 

a CP space in which all the sequences are represented. 

7.2.3 Assignment of proteins to kingdoms 

Assignment of species to the different kingdoms of life (archaea, bacteria and eukarya), including 

separation of mitochondrial sequences into a separate group was done automatically using Kyoto 

Encyclopedia of Genes and Genomes (KEGG) Organisms [11-13], Karyn's Genomes [14] and 

Ciccarelli tree of life [15] followed by manual curation. 

 

Table 24. Properties of aaRS, ordered by class. Displayed are number of sequences used in the MEX analysis, number of CPs derived 

from each aaRS category, the total number of CP hits from the unified list of 10612 CPs and the number of CPs found only within a 

given family. 

 

EC Name Class 
# of  

sequences 

# of 

MEX 

CPs 

#  of 

observed 

CPs 

# of 

specific 

CPs 
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6.1.1.1 Tyrosyl tRNA synthetase I� � 261 400 758 239 

6.1.1.2 
Tryptophanyl tRNA 

synthetase 

I� �
121 163 323 102 

6.1.1.4 Leucyl tRNA synthetase I� � 344 1031 1730 591 

6.1.1.5 Isoleucyl tRNA synthetase I� � 271 871 1608 568 

6.1.1.9 Valyl tRNA synthetase I� � 211 641 1293 378 

6.1.1.10 Methionyl tRNA synthetase I� � 248 634 1121 386 

6.1.1.16 Cysteinyl tRNA synthetase I� � 362 505 998 301 

6.1.1.17 Glutaminyl tRNA synthetase I� � 373 645 1237 407 

6.1.1.18 Glutamyl tRNA synthetase I� � 37 96 178 50 

6.1.1.19 Arginyl tRNA synthetase I 327 677 1275 421 

6.1.1.3 Threonyl tRNA synthetase II� � 279 671 1128 431 

6.1.1.6 Lysyl tRNA synthetase II� � 192 340 651 175 

6.1.1.7 Alanyl tRNA synthetase II� � 193 506 1019 314 

6.1.1.11 Seryl tRNA synthetase II� � 345 489 874 264 

6.1.1.12 Aspartatyl tRNA synthetase II� � 294 586 992 341 

6.1.1.14 Glycyl tRNA synthetase II� � 226 432 773 265 

6.1.1.15 Prolyl tRNA synthetase II� � 369 792 1313 475 

6.1.1.20 Phenylalanyl tRNA synthetase II� � 495 682 1576 418 

6.1.1.21 Histidyl tRNA synthetase II� � 312 393 838 246 

6.1.1.22 Asparaginyl tRNA synthetase II� � 124 213 402 130 

6.1.1.n2 
O-Phosphoseryl-tRNA 

synthetase  

II 
17 31 87 20 

6.1.1.26 Pyrrolysyl tRNA synthetase II 5 16 20 11 

 

 

7.2.4 Fitting CPs to the tree of life and phylogene tic analysis 

 

We used the tree of life (ToL) constructed by [15] to follow  relationships between  species. Being 

interested in the upper nodes of the tree, species were mapped to the ToL also by genus name when 

the specific species was not found in [15].This left us with 2293 sequences that could be mapped. 

The assessment of CP origins uses the Wagner parsimony, as implemented by the Phylogeny 

Inference Package computer programs PHYLIP.  
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7.3 Results  

7.3.1 Frequent CPs 

CPs that occur on multiple sequences reside on conserved regions, which are naturally assumed to 

play structural or functional role. Table 2 displays the top 10 occurring CPs. All of them occur 

exclusively in the more conserved class I aminoacyl-tRNA synthetases. The first CP in Table 2, 

KMSKS, is one of two well-known signature sequence motifs related to class I aminoacyl-tRNA 

synthetases that catalyze the amino acid activation with ATP [16, 17]. We note that the second well-

known signature, HIGH, is not included because our MEX application was limited to motifs of 

length 5 or more. Some CPs, however, contain this motif or a mutated form of it; the most abundant, 

residing in the top 30 frequent CPs are LHMGH and HIGHA, occurring on 249 (4.6%) and 242 

(4.5%) sequences respectively. 

It is interesting to note that most of the frequent CPs do not occur at all (or occur in negligible 

amounts) in Eukaryotes, although existing in their mitochondria. Further discussion of the 

differences in CP representation in different kingdoms is found in the section "Evolutionary Aspects 

of CPs". 

Only one full sequence does not have any CP hits (5 other sequence fragments ranging between 10-

49 AA long also do not have hits). This is a type-2 seryl-tRNA synthetase of M. thermophila (strain 

DSM 6194 / PT), a rare form unique to methanogen archaea [5]. The other 6 methanogen archaea 

species containing this rare form have 2-7 CP hits on them. 

 

Table 25. Top 10 most frequent CPs. Each row displays the number of sequences the CP occurs in (percent of all 

sequences), # of aaRSs it appears in, and the number of occurrences in each kingdom +mitochondria (percent of all the 

sequences belonging to this kingdom) 

 

CP 

sequence 

occurrences 

(percentage)  

# of 

aaRSs  

bacteria 

(percentage)  

eukarya 

(percentage) 

archaea 

(percentage)  

mitochondria 

(percentage) 

KMSKS 1364 (25%) 9 1196 (26.4%) 24 (14.5%) 102 (17.1%) 42 (39.6%) 

KSLGN 502 (9%) 9 440 (9.7%) 5 (3.0%) 40 (6.7%) 17 (16.0%) 

ISRQR 345 (6%) 3 296 (6.5%) 0 (0.0%) 36 (6.0%) 13 (12.3%) 

GRPGWH 333 (6%) 1 297 (6.5%) 6 (3.6%) 24 (4.0%) 6 (5.7%) 

PSPTG 329 (6%) 2 319 (7.0%) 3 (1.8%) 0 (0.0%) 7 (6.6%) 

FPHHE 327 (6%) 1 294 (6.5%) 0 (0.0%) 28 (4.7%) 5 (4.7%) 

PYANG 318 (6%) 2 295 (6.5%) 0 (0.0%) 18 (3.0%) 5 (4.7%) 

RQRYWG 310 (6%) 2 283 (6.2%) 0 (0.0%) 22 (3.7%) 5 (4.7%) 
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SKSKG 299 (6%) 8 266 (5.9%) 1 (0.6%) 32 (5.4%) 0 (0.0%) 

PYPSG 294 (5%) 2 284 (6.3%) 0 (0.0%) 4 (0.7%) 6 (5.7%) 

 

7.3.2 CPs as Class Signatures 

CPs are generally not specific to a particular aaRS, but some appear dominantly in class I or class II 

synthetases (see Table 1 for classification of the aaRSs). 

The number of CPs in each class is summarized in the Venn diagram in figure 1. 

 

 
Figure 1. Relative abundance of CPs in class I and class II synthetases. 11 CPs are specific to pyrrolysine tRNAPyl 

synthetase and thus do not belong to any class. 

 

Table 3 lists CPs that display preference for one of the classes and cover more than half of the 

different aaRSs. Shown are the number of different enzymes that a specific CP appears on, and the 

number of different aaRSs. Variations of the known class I signatures (HIGH and KMSKS) were 

omitted. 

These CPs may be used to aid classification task (see [9]). Furthermore, these CPs may signify a 

functional or structural constrained region, related to the specific type of operation of each class 

enzymes. While class I has two known signatures, class II have none. In this respect, the CPs 

specific to class II appearing in Table 3, may be regarded as novel signatures. 

 

Table 26.: Novel CP class signatures for Aminoacyl-tRNA synthetases. GVERL may be part of more general class II 

motifs [3, 18]. 

  

CP 
# of class I 

aaRSs 

# of class I 

occurrences 

# of class 

II aaRSs 

# of class II 

occurrences 

TADEI 8 47 1 1 

ALADE 8 37 1 2 

KSLGN 7 500 2 2 

Class I Class II 

4175 2758 3676 
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SKSKG 7 296 1 3 

SKGNV 7 178 1 4 

DVIAR 7 73 0 0 

DVVAR 7 60 1 2 

ADAIR 7 38 1 1 

GLDLL 7 35 1 1 

GVERL 0 0 8 92 

DLVEE 1 2 7 67 

GLDRI 1 1 7 43 

AEAVL 1 2 7 24 

ERISA 0 0 7 24 

LRLAE 0 0 6 38 

AAGVR 2 2 6 47 

 

7.3.3 CPs as Features 

CPs span a space in which the aaRS sequences are represented. In this space, we calculate Pearson 

correlations between different aaRSs. A heat map of these correlations is presented in figure 2, 

where the aaRSs are grouped according to their classes. 

 

 
Figure 2. Heat map of Pearson cross-correlations of different aaRSs according to their shared CPs. Self correlations 

were left out for the purpose of clearer presentation. 

 




	 

While the absolute values of the correlations are small, some correlations stand out above the 

background. Class I aaRSs are generally very close to one another, except for GluRS, GlnRS and 

ArgRS. In class II correlations are much smaller, but for those between LysRS and AspRS and, to 

some extent, AspRS and AsnRS. Interestingly, SepRS and PylRS show above background 

correlation to GlyRS.  

Interesting relations emerge when the correlations are calculated for each kingdom separately 

(mitochondria taken as a separate kingdom). Bacteria are dominant and the correlations between 

aaRSs calculated on them show wide resemblance to figure 2. 

aaRS correlations calculated among eukaryotes show only three aaRS pairs that stand out above the 

background . The first pair is GluRs and GlnRS (see [19] for related discussion). The second pair is 

ProRS and GluRS and the third observed pair contains  ProRS and GlnRS that belong to different 

classes. These pairs of high-correlation do not exhibit such behavior in bacteria. Furthermore, the 

correlation values are much higher than observed in other kingdoms (0.31 for GluRs and GlnRS and 

0.49 for ProRS and GluRS). The high correlation of eukaryotic ProRS and GluRS matches the 

observation made by [20], pointing out that the genes of ProRS and GluRS are organized differently 

in the three kingdoms of the tree of life. In bacteria and archaea, distinct genes encode the two 

proteins while in several organisms from the eukaryotic phylum of coelomate metazoans, the two 

polypeptides are carried by a single polypeptide chain to form a bifunctional protein, postulated to 

result from a gene fusion event.  

Correlations between aaRSs within archaea  show class I correlations that are similar to bacteria but 

for two exceptions; TryRS only correlates with TyrRS, and MetRS has no correlations with other 

class I members (MetRS is indeed mentioned as having lower level of similarity in [21]). 

Last, calculating correlations between aaRSs using only the mitochondria exhibits a slightly different 

pattern, in which class I aaRSs do not correlate with TyrRS and class II PheRS correlates with 

AlaRS, a correlation that does not appear when calculated in other kingdoms. The correlation heat-

maps for each kingdom are found in the supplementary figures S1-S4. 

7.3.4 Evolutionary Aspects of CPs 

It has been demonstrated by [7] that reconstructing CPs onto a phylogenetic tree can track interesting 

evolutionary events. Following the same philosophy, we first examine the assignment to the 

different kingdoms of life, separating mitochondria from Eukaryotes. Table 4 displays the relative 

abundance of CPs in each kingdom. 

 

Table 27. Statistics of each kingdom of life, separating mitochondria from the eukaryotes. 
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Kingdom 
# of 

proteins 
Percentage of CPs 

Specific CPs out of all 

observed in kingdom 

bacteria  4538 94.7% 62.8% 

eukarya  166 13.1% 3.7% 

archaea  596 28.9% 13.5% 

Mitochondria  106 11.1% 1.3% 

 

According to Ciccarelli's Tree of Life (ToL) [15], its first few branches define various archaea 

genuses, and only then the tree splits into bacteria and eukarya. Accordingly, we define distinct sets 

of CPs appearing in all three kingdoms, in the joint node of bacteria and Eukaryotes and in each of 

the 3 kingdoms exclusively, and analyze the distribution of each such set among the different aaRSs. 

This is displayed in Figure 3, enabling us to study the history of aaRS formation. 

 

 
Figure 3. Distribution of different aaRS families according to the CP groups appearing in all 3 kingdoms, only in 

bacteria and eukarya, and in each kingdom exclusively. 

 

Figure 3 shows that for the 20 common amino acids, most of the CPs originate only in bacteria, 

while for SepRS and PylRS, most originate in archaea. CysRS is an exception, having many of its 

CPs belonging to all 3 kingdoms. This is consistent with [5] who pointed out that CysRS provides 

considerable evidence of interdomain horizontal gene transfer, particularly involving archaea. Other 

interesting observations emerge, easily viewed when bacteria-specific CPs are excluded from figure 

3 (see supplementary figure S5). It becomes then obvious that ValRS, AlaRS, GluRs and GlnRs, are 
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relatively more conserved in bacteria and eukarya than in all 3 kingdoms. These observations are in 

accordance with the observations made by [5].   

Using Ciccarelli's Tree of Life (ToL) [15], we reconstruct the CPs on the tree using parsimony (see 

methods). Of particular interest are the CPs that occur highest in the ToL, i.e. in branches that 

include archaea. 15 CPs that occur highest in the tree (i.e. nodes including archaeal species) and also 

appear in more than half of the species in the tree are listed in table 6. All of them belong 

predominantly to class I. 6 of them are also in the top ranked CPs list (table 2). These CPs appear 

highest in the tree, hence they are highly conserved. Being also exclusive to one of the classes (with 

few exceptions) suggests that they are good candidates for functional regions and should be 

subjected to further exploration. Four CPS from this list (CGGTH, EVETP, GGRYD and the known 

class I signature KMSKS) also appear on sequences having resolved structures in PDB, and will be 

discussed in the next section. Only two out of the four overlap known functional regions (GGRYD 

overlaps atp-binding region and KMSKS ligand binding region). 

 

Table 28. CPs occurring in the top nodes of the ToL (including archaeal sequences) and covering more than half of the 

ToL species. Bold-faced CPs are specific instantiations of class I signature motifs. 

 

CP 

# of 

class I 

aaRSs 

# of class I 

occurrences 

# of 

class II 

aaRSs 

# of class II 

occurrences 

DWCISRQ 3 256 0 0 

DVLDTW 1 165 0 0 

GRPGWH 1 333 0 0 

TTTPWT 1 255 0 0 

CGGTH 1 1 2 140 

EVETP 0 0 5 205 

FPHHE 1 327 0 0 

GGRYD 0 0 1 253 

ISRQR 3 345 0 0 

KMSKS 8 1362 1 2 

KSLGN 7 500 2 2 

LHIGH 10 216 1 2 

SKSKG 7 296 1 3 

TTRPE 3 192 0 0 

WTTTP 1 259 0 0 
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7.3.5 Mitochondria 

 

Mitochondria constitute a special case, residing in Eukaryotic cells, yet bearing similarity to bacteria 

[22]. The Venn diagram in figure 4 displays the percentage of CPs that appear in mitochondrial 

sequences according to the way they are shared by aaRS sequences from other kingdoms. 

Furthermore, the heat map in figure 4 shows the correlation of each of the kingdoms to each other, 

with mitochondria and bacteria showing a high similarity. The closeness to bacteria, as postulated by 

[23] is clearly observed. 

 

 
 

 

Figure 4. (A) Venn diagram of the percentage of CPs present in mitochondrial sequences shared with other kingdoms. 

(B) Heat map of correlation between different kingdoms + mitochondria. Self correlations were left out for the purpose 

of clearer presentation. 

 

15 CPs are found to be specific to Mitochondria. They are listed in table 5. It is interesting to note 

that the CP "QQQQQ" that appears only in mitochondria, appears in isoleucyl, leucyl and histidil 

tRNA synthetases. This CP usually appears more than once in a sequence and typically it is part of a 

longer stretch of glutamines. This may point out that these proteins contain intrinsically unstructured 

regions (IURs) [24 , 25]. 

 

Table 29. CPs specific to the Mitochondria 

 

CP # of enzymes the CP appears in 

TTPIFYVN 9 

Bacteria 

Archaea Eukarya 
���� � 

��� 

��� 

����� 

���� 
����		 ���� 

A B 





 

SLESGH 7 

VHSHW 7 

ELADALGGLLNRCTA 5 

QWGNYFLH 5 

STWELLD 5 

KIQQAA 5 

CVRQTNGFVQRHAPWKL 4 

ITNCGSGF 4 

YKALEAVS 4 

GTLLQPV 4 

KLPEFNR 4 

AVQHFW 4 

QQQQQ 4 

VLQWL 4 

 

7.3.6 Biological role 

We looked for occurrences of our CPs on resolved structures within the PDB database. We restricted 

ourselves to CPs that cover more than half of the sequences of at least one aaRS family, henceforth 

termed frequent CPs. A large number of the frequent CPs occupies binding sites that can be read-off 

these structures. Their list is presented in Table 7. 78% of the frequent CPs appearing in table 7 

overlap known catalytic and binding regions. 

 

Table 30. Occurrence of frequent CPs in aaRSs that on sequences with a PDB entry. Most of them occur at strategic 

sites, of high relevance to the biological function. KMSKS is a known class I motif. 

  

CP Uniprot ID  PDB ID remarks  

AADIL SYW_BACST 1I6K ligand binding domain 

CGGTH SYA_AQUAE 1YFR - 

DDTNP SYQ_DEIRA 1EUQ tRNA binding area 

DFQAR SYS_AQUAE 2DQ3 ligand-binding motif 

DPRMPT SYQ_DEIRA 1EUQ - 

DTGMG SYA_AQUAE 1YFR ATP binding domain 

EISSCS SYS_AQUAE 2DQ3 ligand-binding motif 

EVETP SYK1_ECOLI 1BBU - 

FEMLGN SYA_AQUAE 1YFR ATP binding domain 

FIGKD SYM_PYRAB 1F4L ligand-binding motif 

FQARR SYS_AQUAE 2DQ3 ligand-binding motif 
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FRNEG SYK1_ECOLI 1BBU 262R-catalytic residue, ligand binding region 

GDYFK SYA_AQUAE 1YFR ligand-binding region 

GEIIGGS SYN_PYRHO 1X54 ATP and metal binding region 

GFGLG SYN_PYRHO 1X54 ligand-binding motif 

GGGRY SYH_THEAC 1KMN ATP-binding region 

GGRYD SYH_THEAC 1KMN ATP-binding region 

GGSQRE SYN_PYRHO 1X54 ATP and metal binding region 

GIGIDR SYK1_ECOLI 1BBU 480R-catalytic residue, ligand binding region 

GMGLE SYA_AQUAE 1YFR ATP-binding domain 

GPCGP SYA_AQUAE 1YFR metal binding domain 

GRGYV SYA_AQUAE 1YFR - 

GVIHW SYQ_DEIRA 1EUQ tRNA binding area 

HHTFF SYA_AQUAE 1YFR ATP-binding domain 

HNPEF SYK1_ECOLI 1BBU ligand binding region 

KAFYM SYN_PYRHO 1X54 ligand-binding motif 

KLSKR SYE1_THEMA 2O5R metal-binding region 

KMSKS SYW_BACST 1I6K motif of class I: ligand binding domain 

LDLRR SYD_SULTO 1WYD - 

LNGSG SYS_AQUAE 2DQ3 ligand-binding motif 

LRAKI SYQ_DEIRA 1EUQ tRNA binding area 

LRFDF SYA_AQUAE 1YFR - 

LRIEDT SYE1_THEMA 2O5R - 

MGCYG SYP_ENTFA 2J3L ligand-binding motif 

NGSGLA SYS_AQUAE 2DQ3 ligand-binding motif 

PPHGG SYD_PYRKO 1B8A ligand-binding region 

PSPTG SYE1_THEMA 2O5R ATP-binding region 

PTAEV SYS_AQUAE 2DQ3 ligand-binding motif 

PTHEE SYP_ENTFA 2J3L ligand-binding motif 

PYANG SYM_PYRAB 1F4L ligand-binding motif 

QLPKF SYS_AQUAE 2DQ3 - 

REISS SYS_AQUAE 2DQ3 ligand-binding motif 

RFAPSP SYE1_THEMA 2O5R ATP-binding region 

RIEDTD SYE1_THEMA 2O5R - 

SFGDY SYA_AQUAE 1YFR ligand-binding region 

SKRKL SYQ_DEIRA 1EUQ catalytic region 

TAEVP SYS_AQUAE 2DQ3 ligand-binding motif 

TLNGS SYS_AQUAE 2DQ3 ligand-binding motif 

TRFPP SYQ_DEIRA 1EUQ catalytic region 

TYGFP SYA_AQUAE 1YFR - 

VHTLN SYS_AQUAE 2DQ3 ligand-binding motif 
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WDDPR SYQ_DEIRA 1EUQ - 

YDRLF SYQ_DEIRA 1EUQ - 

 

7.3.7 biotin-[acetyl-CoA carboxylase] synthetase (b irA) and aaRSs 

Biotin-[acetyl-CoA carboxylase] synthetase (birA) is a bifunctional protein, acting as biotin-protein 

synthetase and binding to DNA to regulate its own transcription. [26] demonstrates structural 

similarity between its active sites and class II aaRS, although no sequence similarity exists. It is thus 

of interest to find out whether certain CPs are common to birA, revealing local similarities that may 

be related to the structural similarity in their binding sites.  

In order to select dominant CPs, mutual to aaRSs and birA, we first performed the same procedure 

described in the method of common peptides section for birA sequences, i.e. we extracted a new set 

of 1630 non-redundant birA CPs. We next chose only CPs that appear in both aaRS and birA lists, 

either by exact match or by inclusion, where we chose the included CP (i.e. birA CPs could be part 

of a larger aaRS CP and vice-versa). This has lead to a list of 28 CPs that appear in both lists (either 

exactly or being part of a larger CP in one of the two lists). By requiring appearance in a minimum 

of 20 sequences in both aaRSs and birA, we filtered out four CPs, listed in table 8. The most 

prominent CP is GILIE (appearing in birA also as GILVE or GILTE). It covers more than a hundred 

sequences from both aaRSs and birA, appears dominantly in class II  aaRSs. According to PDB it 

resides on a catalytic site in birA and appears in close vicinity (2 residues apart) of a ligand binding 

AC2 region in ThrRS  (PDB IDs 1bia [27] for birA and 1qf6 [28] for ThrRS).  

 

 

 

 

 

 

 

 

 

Table 31. frequent CPs common to aaRSs and birA. Alternatives in brackets marks one-mutation far CPs that where 

selected on birA but not in aaRSs. 

 

CP 

(alternatives) Structural properties  

# of aaRSs 

occurrences 

# of birA 

occurrences 

# of class I 

occurrence

# of class II 

occurrences 
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s 

GILIE  

(GILVE, 

GILTE) 

Catalytic site in birA,  

AC2 with lignad 

residue in ThrRS 2 198 2 113 

GALRL 

(GALLL) 
 -helix in AspRS 1 32 0 42 

GEALG 

(GETLG) 

Helix-turn-Helix in 

birA 4 22 1 31 

LRAAL 
 -helix in birA 13 86 43 7 

 

7.4 Discussion  

 

In this paper, we employ the Common Peptides (CPs) methodology to analyze aminoacyl tRNA 

synthetases (aaRSs). 

The CPs allow us to discover novel class I and class II aaRSs signatures, allowing for further 

research examining the role of these signatures in the function of the two different aaRS classes. 

Using the CPs as feature space in which aaRSs are expressed, we are able to identify correlations 

between the aaRSs. These correlations, calculated for sequences belonging to species from a single 

kingdom (e.g. bacteria, archaea, eukaryotes and mitochondria) reveal differences in the aaRS 

correlations between different kingdoms. 

Using [15] tree of life (ToL), we are able to allocate the CPs to different branches using parsimony. 

This reveals which CPs have older origins and thus are the most conserved ones across kingdoms, 

suggesting a functional or structural role for these "ancient" CPs. Focusing on mitochondria, we are 

able to show that mitochondria and bacteria are undoubtedly much closer to each other than 

mitochondria to other kingdoms. We also identify mitochondria-specific CPs. 

Next we assess the biological significance of frequently occurring CPs by checking whether they 

overlap known binding and catalytic regions for sequences having a PDB structure. We show that 

the majority (80%) of the frequently occurring CPs overlap such regions (p_value>0.023, 

corresponding to FDR>=0.05)  

Last we find CPs common to both aaRSs and biotin-[acetyl-CoA carboxylase] synthetase (birA) 

which have a structural catalytic region resemblance; although no sequence similarity is present. We 

identify four such CPs that are candidates for analysis that could verify whether they constitute a 

sequential region that allows for the structural similarity. 

In essence, using CPs to analyze aaRSs provides a novel point of view on aaRSs relations, evolution 

and similarity to other proteins.  
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7.6 Supplementary Material 

Supplementary Tables and figures are also found in http://adios.tau.ac.il/aaRSCP/  

7.6.1 CPs as features 
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Figure S1. Pearson cross-correlations of different aaRSs according to their shared CPs. Only correlations with p-value 
<0.01 are shown in red. Self correlations were left out for the purpose of clearer presentation. 
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Figure S2. Heat map of Pearson cross-correlations of different aaRSs according to their shared CPs in Bacteria. Self 
correlations were left out for the purpose of clearer presentation. 
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Figure S3. Heat map of Pearson cross-correlations of different aaRSs according to their shared CPs in Eukarya. Self 
correlations were left out for the purpose of clearer presentation. 
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Figure S4. Heat map of Pearson cross-correlations of different aaRSs according to their shared CPs in Archaea. Self 
correlations were left out for the purpose of clearer presentation. 
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Figure S5. Heat map of Pearson cross-correlations of different aaRSs according to their shared CPs in Mitochondria. 
Self correlations were left out for the purpose of clearer presentation. 
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7.6.2 Evolutionary Aspects of CPs 
 

 
Figure S6. Distribution of different aaRS according to the CPs appearing in all 3 kingdoms together (All), in Bacteria 
and Eukarya together (excluding Archaea) and in Eukarya and Archaea kingdoms exclusively. 
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Chapter 8  

Summary  

 

This thesis presents methods and algorithms for unsupervised extraction of structures in biological 

data sets. It is divided into two distinct parts.  

The first part introduces a novel unsupervised feature selection algorithm, which is later on 

developed into a complete framework, offering users a web tool for extracting features from various 

data sets. 

The second part introduces the concept of Common Peptides and its application to vertebrate 

olfactory receptors and to aminoacyl tRNA synthetases. 

In essence, both parts deal with unsupervised extraction of relevant features from very different 

types of data. However, since this task is complex in nature, one needs to match and tailor different 

solutions for different data types. In this thesis we have shown solutions that perform best for two 

commonly used biological data types – gene and microRNA expression arrays and protein 

sequences. 

Since each chapter contains its own summary, we bring here some general insights gained from the 

development of methods described in this thesis: 

1. No one size fits all solution.  

Each data type needs inspection and analysis in order to fit the best solution.  

Furthermore, in many cases an array of processing techniques and availability of tools that 

can be tailored together are the path by which interesting patterns emerge from the data. 

2. In many cases, the data dictates the solution. 

As has been emphasized in the unsupervised motto of this thesis, the best way to let hidden 

patterns in the data expose themselves is to analyze the data according to its internal structure 

instead of fitting predefined models to it.  

3. Unsupervised extraction is a relatively uncharted land but should be given more emphasis in 

the future.  

As supervised extraction of features is gaining much attention and effort, one has to realize 

that current inflation in biological data gives rise to problems in which neither the question 

nor the expected answer are pre-defined. In such scenarios, unsupervised analysis of the data 

may serve as a first step to understand the questions that may be asked and hopefully 

answered using the given data. 
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In conclusion, this thesis presents methods that attempt to "separate the wheat from the chaff" in 

biological data using unsupervised approach. These methods enrich the small repertoire of 

unsupervised data analysis and may benefit the study of complex biological systems that many 

researchers are attempting to decipher. 
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